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Extent and Evaluation of Flash Flood Resilience in Mountainous 
Communities of Daral and Chail Valleys, District Swat, Pakistan

Muhammad Barkat Ali Khan1*, and Atta-ur-Rahman2

1Department of Geography, Government College Madyan, Swat, Pakistan 
2Department of Geography, University of Peshawar, Pakistan.  

Abstract: This study aimed to explore the extent and evaluation of flash flood resilience in mountainous communities 
of Daral and Chail valleys of Swat. After collecting data from primary and secondary sources, the parameters of 
Disaster Resilience Capacity (DRC) model was applied for data analysis. The analysis reveals that stream discharge 
increases during summer mainly because of the rapid melting of snow, ice, glaciers and monsoonal rains, which results 
in flash floods. The communities living in the mountainous areas of Daral and Chail valleys face problems of multitudes 
of socio-economic and infrastructural flash flood damages almost every year. However, limited communities have 
adopted indigenous resilience strategies to bounce back from the recurrent adverse impacts of flash floods. It was 
found from the analysis that due to indigenous resilience practices by the local communities and the location of most 
mountainous communities, Daral valley is more resilient to flash floods as compared to Chail valley. Contrary to this, 
the extent and level of flash flood resilience in Chail valley are low as most of the mountainous communities are more 
vulnerable to seasonal flash floods. Some wise practices can enhance resilience to flash floods, especially land use 
planning, community preparedness, afforestation, and improved accessibility and communications. 

Keywords: Flash Flood, Mountain community, Flood Resilience, 

1.	 INTRODUCTION

In the world, natural calamities are associated with 
the possibilities of bringing adversaries to human 
beings and their environment [17]. The phenomenon 
that carries the potentials of being a threat to human 
lives and their properties is called hazard. [1]. Among 
the hazards, flash flood is a type of flood hazard 
that happens abruptly suddenly with very little time 
for early warnings and emergency response. Flash 
floods occur rapidly and is also characterised with 
associated hazards including mudflow, landslides 
and causes death toll, casualties and infrastructural 
damages [2]. Landslide is a broader term including 
a wide variety of mass movements associated with 
slope failure, movement of debris and rocks due to 
the influence of gravity. [3]. 

The term resilience is widely used to “to avoid” 
in the field of disaster risk management. However, 
the common uses including description of jumping, 

leaping and rebounding [4]. In the framework of 
disaster resilience it is defined as the capabilities 
related to preparedness, response and recovery 
before, during and after the disaster. Disaster 
resilience enhances the capacities to mitigate the 
adverse impacts of natural hazard, it deals with 
prevention, adaptation and mitigation.  The ability 
of an actor or a system to bear shocks and return to 
its state of origin is also known as disaster resilience. 
Resilience is also considered as the capability to 
handle with the unanticipated dangers and to bounce 
back in an effective way [5]. Resilience is differently 
defined in different disciplines, therefore there is a 
long list of definitions, but one thing is common in 
all these definitions to focus on the ability to resist 
and absorb shocks of unforeseen events and to 
recover [6]. The concept of resilience is being used 
by researchers both as process and as an outcome 
[7]. The concept of resilience refers to the capacity 
of a community to adapt, cope with, and recover 
through changing impacts and sustaining a suitable 
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structure and function during and after a hazard [8]. 
The indigenous factors related to a specific locality 
may have positive or negative impacts on level of 
resilience [1].

The main features of resilience are repelling 
the impacts of disasters and recovering from and 
acclimatising with the new settings to manage any 
unforeseen hazard [18]. Community resilience is 
explained at various inter-related levels, such as the 
community’s capacity to “bounce back” and use 
of their own resources to recover. The objectives 
of resilience are to contribute to protecting human 
lives, the built environment, and livelihoods and 
to safeguard administrative and economic stability 
[9]. Mountainous communities are considered 
to be at greater risk to natural disasters due to 
low level of resilience, the factors including, 
steep slopes, rugged topography, geology, heavy 
precipitation, and surface lithology. [10]. Though 
the inhabitants of mountainous communities live 
there for centuries, they handle the dangers posed 
by natural calamities, including earthquakes, 
landslides, extreme temperature, storms, and flash 
floods [11]. Regardless of all the dangers posed by 
mountainous areas, a large number of people reside 
there. Due to sharp population increase and high 
land value in the plain areas, the settlements are 
sprawling towards mountains. Due to continuous 
anthropogenic activities over the fragile slopes and 

social and economic systems changes, the degree 
of people’s proneness to various hazards has been 
increasing [12]. 

The mountains are; naturally active landforms 
therefore, the mountainous communities are 
vulnerable to natural calamities. Generally, the 
rural settlements are associated with mountains, but 
it is not only rural, according to current estimates, 
more than 50 % of world population lives in urban 
areas and there are urban localities within the 
mountains. In urban areas with nearby mountains 
the settlements sprawl into the slopes because 
the poor people are pushed to the mountains for 
housing due to comparatively low land value.   It 
makes them more vulnerable to natural hazards 
including flash floods [13].

There are three associated aspects related 
to natural hazards in mountainous areas. The 
mountains are hydrologically and geo-physically 
more active and are also biologically diverse due to 
multiplicity in altitude, humidity and temperature. 
The second point is that mountainous regions 
have different social makeup, including isolated 
small settlements dependent upon agriculture, 
livestock, and forest wood to larger diversified 
urban settlements with complex transportation and 
communication networks. The urban settlements in 
the mountainous areas also attract migrants for jobs, 
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destination. In Swat Valley, river flooding 
dominates downstream Madyan while flash 
floods dominate in the valley's upper reaches 
[20]. The research work was conducted in the 
sub valleys of Daral and Chail. Daral valley is 
drained by Daral stream as an important 
tributary of river Swat which join the river at 
the town of Bahrain, the valley is situated in 
the north-western part of Swat valley. There 
are high up mountains in the valley with 
maximum altitude reaching up to 15,000 feet 
above mean sea level, while the altitude at 
lower reaches of the alley is 4600 feet above 
mean sea level. The valley settlements 
comprise medium and small villages, hamlets, 
and scattered settlements. There are ten 
medium and small villages in the valley and 12 
hamlets with isolated settlements. High 
mountain peaks surround the valley therefore 
the monsoon influence is considered to be low. 
The precipitation is mostly received in the 
form of snow during winter and as rain during 
spring, the snow fall reaches up to five meter 
depth during winter [14]. 

Chail a sub valley is situated in the 
northeast of Swat valley, extended towards 
east at the town of Madyan. There are high up 
mountains with perennial streams, the valley is 
also rich in natural resources with diversified 
flora and fauna. The valley lies at 35° 3' 40" to 
35°11' 40" north latitude and 72°32' 1" to 
72°43' 3" east longitude (Figure 1). The valley 
is also prone to natural calamities, including 
flash floods, landsliding, snow avalanches, etc. 
In Chail valley, most of the settlements are 
situated along the main stream and its 
tributaries, making them more prone to flash 
floods [15]. The settlements in Chail valley are 
distributed in medium and small villages and 
hamlets with isolated houses. According to 
census 2017 the people are inhibited in 20 
medium and small villages grouped around 
three major localities, including Bashigram, 
Shanko and Chail. According to Census 2017 
the total population of the valley is 20,091 
consist of 2820 households [19].  

 

Fig. 1. Location of the study area 
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tourism and other economic activities.  The third 
point is that the mountains are communicated with 
other areas through water, air, people, information, 
economy, goods and services etc. With time, the 
linkages between highlands and lowlands have 
sharply increased in number and importance [1].  

1.1  The Study Area

Swat valley is situated in the northern part of 
Pakistan bordering with Chitral and Gilgit Baltistan 
which are in the northern extremes of the country. 
Swat valley is mountainous with natural beauty and 
is a famous tourist destination. In Swat Valley, river 
flooding dominates downstream Madyan while 
flash floods dominate in the valley’s upper reaches 
[20]. The research work was conducted in the sub 
valleys of Daral and Chail. Daral valley is drained 
by Daral stream as an important tributary of river 
Swat which join the river at the town of Bahrain, the 
valley is situated in the north-western part of Swat 
valley. There are high up mountains in the valley 
with maximum altitude reaching up to 15,000 feet 
above mean sea level, while the altitude at lower 
reaches of the alley is 4600 feet above mean sea 
level. The valley settlements comprise medium and 
small villages, hamlets, and scattered settlements. 
There are ten medium and small villages in the 
valley and 12 hamlets with isolated settlements. 
High mountain peaks surround the valley therefore 
the monsoon influence is considered to be low. The 
precipitation is mostly received in the form of snow 
during winter and as rain during spring, the snow 
fall reaches up to five meter depth during winter 
[14].

Chail a sub valley is situated in the northeast of 
Swat valley, extended towards east at the town of 
Madyan. There are high up mountains with perennial 
streams, the valley is also rich in natural resources 
with diversified flora and fauna. The valley lies at 
35° 3’ 40” to 35°11’ 40” north latitude and 72°32’ 
1” to 72°43’ 3” east longitude (Figure 1). The valley 
is also prone to natural calamities, including flash 
floods, landsliding, snow avalanches, etc. In Chail 
valley, most of the settlements are situated along the 
main stream and its tributaries, making them more 
prone to flash floods [15]. The settlements in Chail 
valley are distributed in medium and small villages 
and hamlets with isolated houses. According to 
census 2017 the people are inhibited in 20 medium 

and small villages grouped around three major 
localities, including Bashigram, Shanko and Chail. 
According to Census 2017 the total population of 
the valley is 20,091 consist of 2820 households 
[19]. 

2.   MATERIAL AND METHODS

All possible efforts were being made during the 
research work to collect consummate information 
by applying different tools and models. Data 
collection was started initially by a pilot survey in 
which the valley was visited. The tools were made 
based on the compatibility with the local area and 
theme of research. The tools consist of structured 
interviews through questionnaires, semi structured 
interviews, focused group discussions and direct 
observations.The diversified tools were used 
for different respondents including households, 
civil society, key informants, government line 
departments and commercial points.There are 
medium and small size villages in the target valleys, 
including 20 in Chail valley and ten in Daral valley 
with surrounding hamlets and scattered isolated 
houses. During data collection ten localities were 
selected on the basis of proneness to the flash 
floods including five in Chail valley and five in 
Daral valley. During data collection the tools 
including household questionnaire, semi structured 
interviews with the key informants, focussed group 
discussion, and direct observations were used in 
these localities. In each of the ten selected localities 
20 household questionnaires, at least one FGD and 
three semi structured interviews were conducted. 
During data collection the information was also 
triangulated by using different types of tools for 
same type of information. 

The information was properly analysed after 
data collection by applying different latest software, 
including MS Excel, MS Access, and SPSS. The 
maps and related data was presented by using Arc 
GIS software. The Disaster Resilience Capacity 
(DRC) model was applied during data collection 
and analysis. In the DRC model there five levels, 
the first one describes the DRC of communities. 
As shown in (Figure 2) in the second level the 
DRC is divided into two including community 
preparedness (CPD) and community environmental 
conditions (CEC) 

In the third level, the CPD criteria is further 
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divided and focussing on the disaster preparedness, 
early warning system, capabilities of emergency 
response and reporting system, the CEC at the 
third level further focus on assessment of hazards 
of landslide and flash floods.  Then in the fourth 
and fifth levels the parameters of third level are 
further subdivided for having detailed information. 
According to the scale developed by Satty in 1980 
from one to nine was used for measurement of 
every element, 1 is used for less significance while 
9 is used for more significance [16].

(Figure 2) is showing the details of five 
hierarchies the multiple criteria decision-making 
technique was used. The system of hierarchies 
simplify complicated issues related to the research. 

There is a hierarchic scheme of five levels for 
evaluating Disaster Resilience Capacity (DRC).

3.   RESULTS AND DISCUSSION

3.1 Vulnerability to Flash Floods 

3.1.1 Vulnerabilities to Flash Floods in Chail 	    	
         Valley

The seasonal flash floods are prominent in Chail 
valley; 2010 flood was extremely disastrous for 
the valley, in the five surveyed localities a total 
of 255 houses were washed away. The flood also 
destroyed agriculture lands along the streams, water 
mills, forest trees, and fish hatcheries. The detail 
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of vulnerabilities is shown in (Table 1). In Chail 
valley, according to household survey in the five 
selected localities, 49 % of the respondents told that 
roads and bridges are most vulnerable, while 46 % 
responded that houses are most vulnerable, besides, 
5 % told that agriculture lands are more vulnerable. 
(Table 1) shows that the most vulnerable to flash 
floods are roads/bridges, houses and water supply 
system and the least vulnerable are hotels/shops 
and irrigation channels. 

In Chail valley, to cross the stream the people fixed 
wooden bridges at different points. In the bigger 
localities like Bashigram, Shanko and Chail the 
settlements are situated along both the sides. While 
some of the people live at one side of the stream 
while their agriculture lands are lying towards the 
other side. Therefore, for local people’s routine 
mobility to cross the stream, the wooden bridges 
are very important. 
 
3.1.2  Vulnerability to Flash Floods in Daral 	   	
          Valley
 
According to the household survey in Daral valley, 
47 % of the respondents were of the opinion that 

roads and bridges are more vulnerable, after 
roads the agriculture lands were considered more 
vulnerable, 31 % responded about agriculture lands 
are more vulnerable, Furthermore houses were 
considered to be most vulnerable and 18% of the 
respondents responded about it, while 2 % told that 
hotels and shops are more vulnerable. (Table 2) is 
showing that the most vulnerable to flash floods are 
roads/bridges, houses and water supply and the least 
vulnerable are hotels/shops and irrigation channels. 
(Table 2) also shows that houses are considered the 
second most vulnerable to flash floods. 

In Daral valley as shown in (Table 2) mobility 
of local people to cross stream is highly vulnerable 
to seasonal flash floods due to washing away of 
wooden bridges. These wooden bridges are also 
very important for evacuation, the people also face 
problems in evacuation.  In Daral valley, roads 
and pathways are also found along both sides of 
the stream and damaged during flash floods. The 
patches of agriculture land along both the sides 
of stream are also being affected by the overflow 
of the stream during flash floods. In the valley 
however most of the settlements are situated a bit 
far from the stream but still some of the settlements 
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3. RESULTS AND DISCUSSION 

3.1- Vulnerability to Flash Floods  

3.1.1- Vulnerabilities to Flash Floods in Chail 
Valley 

The seasonal flash floods are prominent in Chail 
valley; 2010 flood was extremely disastrous for 
the valley, in the five surveyed localities a total 
of 255 houses were washed away. The flood also 
destroyed agriculture lands along the streams, 

water mills, forest trees, and fish hatcheries. The 
detail of vulnerabilities is shown in (Table 1). In 
Chail valley, according to household survey in 
the five selected localities, 49 % of the 
respondents told that roads and bridges are most 
vulnerable, while 46 % responded that houses 
are most vulnerable, besides, 5 % told that 
agriculture lands are more vulnerable. (Table 1) 
shows that the most vulnerable to flash floods 
are roads/bridges, houses and water supply 
system and the least vulnerable are hotels/shops 
and irrigation channels.  

 
Table 1. Chail valley, Vulnerability to flash floods (Responses are in %age) 

Vulnerability 
rank Houses Agriculture 

land 
Roads/B
ridges 

Water 
Supply 

Irrigation 
Channel Shops/Hotel 

Most vulnerable 46 5 49 _ _ _ 
2nd most vulnerable 41 10 37 12 _ _ 
3rd most vulnerable 5 41 14 38 2 _ 
4th most vulnerable 8 19 _ 33 27 13 
5th most vulnerable _ 15 _ 12 57 7 
6th most vulnerable _ 9 _  12 33 

Not vulnerable _ 1 _ 5 2 47 
Total 100 100 100 100 100 100 

Source: Field Survey, 2018  

 

In Chail valley, to cross the stream at 
different points the people fixed wooden bridges 
to cross the stream. In the bigger localities like 
Bashigram, Shanko and Chail the settlements are 
situated along both the sides. While some of the 

people live at one side of the stream while there 
agriculture lands are lying towards the other 
side. Therefore, for local people's routine 
mobility to cross the stream, the wooden bridges 
are very important.  

 
3.1.2- Vulnerability to Flash Floods in Daral Valley 
According to the household survey in Daral 
valley, 47 % of the respondents were of the 
opinion that roads and bridges are more 
vulnerable, after roads the agriculture lands were 
considered more vulnerable, 31 % responded 
about agriculture lands are more vulnerable, 
after these houses were considered to be most 
vulnerable and 18% of the respondents 

responded about it, while 2 % told that hotels 
and shops are more vulnerable. (Table 2) is 
showing that the most vulnerable to flash floods 
are roads/bridges, houses and water supply and 
the least vulnerable are hotels/shops and 
irrigation channels. (Table 2) also shows that 
houses are considered the second most 
vulnerable to flash floods.  
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Table 2. Daral valley, Vulnerability to Flash floods (Responses are in %age) 
Vulnerability 
ranking 

Houses 
Agriculture 

land 
Roads/B
ridges 

Water 
Supply 

Irrigation 
Channel 

Shops/
hotel 

Most vulnerable 18 31 47 2 _ 2 
2nd most vulnerable 57 18 15 6 _ 4 
3rd most vulnerable 21 11 38 26 _ 4 
4th most vulnerable 4 _ _ 32 _ 27 
5th most vulnerable _ 1 _ 34 35 1 
6th most vulnerable _ 10 _ _ 50 10 
Not vulnerable  _ 29 _ _ 15 52 

Total 100 100 100 100 100 100 
Source: Field Survey, 2018   

 

In Daral valley as shown in (Table 2) 
mobility of local people to cross stream is highly 
vulnerable to seasonal flash floods due to 
washing away of wooden bridges. These 
wooden bridges are also very important for 
evacuation, the people also face problems in 
evacuation.  In Daral valley, roads and pathways 
are also found along both sides of the stream and 
damaged during flash floods. The patches of 

agriculture land along both the sides of stream 
are also being affected by the overflow of the 
stream during flash floods. In the valley 
however most of the settlements are situated a 
bit far from the stream but still some of the 
settlements are situated close to stream on 
vulnerable points and are vulnerable to flash 
floods.  

 
3.2- Causes of Flash Floods 
During data collection different causes of flash 
floods were explored after having inputs from 
key informants, existing literature and direct 
observations. Based on that the causes of flash 

floods were listed and the respondents were 
asked to rank causes according to their 
significance to cause flash flood.  
 

 
3.2.1- Causes of Flash Floods in Chail Valley 
Chail valley, due to the location of settlements 
and other resources, is considered more prone to 
flash floods than Daral valley. After the 2010 
flood due to lateral erosion, the stream flows in a 

wide channel. The tributaries of Chail stream 
transport the weathered rock material in the 
shape of boulder or gravel and deposit it in the 
down valley areas. 
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are situated close to stream on vulnerable points 
and are vulnerable to flash floods. 
 
3.2  Causes of Flash Floods
 
During data collection different causes of flash 
floods were explored after having inputs from 
key informants, existing literature and direct 
observations. Based on that the causes of flash 
floods were listed and the respondents were asked 
to rank causes according to their significance to 
cause flash flood. 

3.2.1 Causes of Flash Floods in Chail Valley
 
Chail valley, due to the location of settlements 
and other resources, is considered more prone to 
flash floods than Daral valley. After the 2010 flood 
due to lateral erosion, the stream flows in a wide 
channel. The tributaries of Chail stream transport 
the weathered rock material in the shape of boulder 
or gravel and deposit it in the down valley areas.  

During field survey the respondents recorded 
(Table 3) torrential rainfall as the most significant 
cause stated by 49% respondents, while 22% 
reported it as second most significant, 21% as 3rd 
most significant and 8% as fourth most significant 
cause. The second most significant cause of flash 
floods was reported as cloud bursts followed by 
high snow melt, deforestation and overgrazing.  

3.2.2 Causes of Flash Floods in Daral Valley
 
As compared to Chail valley, Daral valley is narrow 
and the slopes are steeper with hard rock materials. 
In the lower part of the valley towards Bahrain town 
the settlements including Jheel and Niam are more 
prone to flash floods, while in the middle and upper 
reaches of the valley the settlements are situated 
a bit far from the main Daral stream therefore the 
roads and bridges are prone to flash floods while 
the settlements are prone to flash floods of the 
tributaries and gullies of Daral stream running 
along the settlements. 
 

As mentioned in (Table 4) most of the 
respondents stated that torrential rainfall is the 
major cause of flash floods followed by high snow 
melt, clouds burst, deforestation and overgrazing. 
During summer the heavy rainfall in the catchment 
area causes overflow in the tributaries and gullies 
and exceed the flow of Daral stream, during 
summer due to increase in diurnal temperature also 
contribute to high snow melt and increase in stream 
flow.  

3.3 Chail valley: Communities’ Resilience 		
      against Flash floods

 
In Chail valley before flood 2010 the stream was 
flowing in a narrow deep channel, there were 
trees in large number towards both the sides of the 
stream and the seasonal floods were not disastrous  
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Table 3. Chail valley, Causes of flash floods (Responses are in %age) 
Ranking of 

causes 
Torrential 

rainfall 
High snow 

melt 
Clouds 
burst 

Loose 
rocks Deforestation Over 

grazing 
Most significant 49 12 12 _ 18 9 

2nd most 
significant 22 43 8 _ 9 18 

3rd most 
significant 21 18 60 _ _ 1 

4th most 
significant 8 8 12 12 58 2 

5th most 
significant _ 19 8 1 12 57 

6th most 
significant _ _ _ 78 _ 9 

Insignificant _ _ _ 9 3 4 

Total 100 100 100 100 100 100 
Source: Field Survey, 2018   

 During field survey the respondents recorded 
(Table 3) torrential rainfall as the most 
significant cause stated by 49% respondents, 
while 22% reported it as second most 
significant, 21% as 3rd most significant and 8% 

as fourth most significant cause. The second 
most significant cause of flash floods was 
reported as cloud bursts followed by high snow 
melt, deforestation and overgrazing. 

 
3.2.2- Causes of Flash Floods in Daral Valley 
As compared to Chail valley, Daral valley is 
narrow and the slopes are steeper with hard rock 
materials. In the lower part of the valley towards 
Bahrain town the settlements including Jheel 
and Niam are more prone to flash floods, while 
in the middle and upper reaches of the valley the 

settlements are situated a bit far from the main 
Daral stream therefore the roads and bridges are 
prone to flash floods while the settlements are 
prone to flash floods of the tributaries and 
gullies of Daral stream running along the 
settlements.  

 

 

 

 

 

 

 

 

 

 

6	 Khan and Atta-ur-Rahman



during peak seasons, except lateral erosion at few 
points. There were also trout fish hatcheries along 
the stream. During the massive flood 2010 the trees 
and grassy point bars were washed away, the houses 
close to the stream were destroyed, the width of 
stream channel was increased by few times. After 
2010 every year, the valley faces flash floods in 
June, July and August, it results in blockage of 
road access to some of the villages and sub valleys. 
Every year during flood season the small bridges 
are being washed away and the houses are more 
prone to seasonal flash floods. 

3.4 Chail Valley: Communities’ Preparedness 		
      against flash floods 

In Chail valley the resilience was evaluated 
according to the elements mentioned in (Table 5), 
each of the elements was scored according to its 
significance in the sample localities, the average 
of sample localities for Chail valley is mentioned 
against each element. Score 9 is for maximum 
significance and 1 for least significance.  
 

In Chail valley the communities are more 
proactive to help each other in emergency situation, 
therefore however without any formal body the 
communities are organized and mobilized to help 
each other and to cope with flash floods. The people 
also care about vulnerable people, however they are 
not having formal lists but they care about disable, 
elderly women and children during flash floods. 
The community got a good experience to respond to 
floods during and after flood 2010. The people are 

also proactive in warning each other on time while 
the government’s warning system is very poor. In the 
valley, most of the villages are lacking evacuation 
plan and some of the villages and sub valleys lack 
access to main roads. In some of the elements 
including relief equipment, preventive measures, 
distribution of households and preparation for flash 
floods the target villages got intermediate figures. 
The community is responding to rehabilitate their 
infrastructure after flash floods, the re keeping 
some of the equipment and after flood 2010 some 
of the organizations also provided them with basic 
skills and equipment. 
 
3.5 Chail Valley: Communities’ environmental 	
       conditions and flash floods 
 
Some of the components of community 
environmental conditions differ before and after 
flood 2010. In Chail valley the slope gradient is 
comparatively gentle and the rocks are in loose 
form. Chail valley was experiencing flash floods 
each year during the months of June, July and 
August. During floods, the area was experiencing 
flash floods, which resulted in lateral erosion at few 
points. The settlements were safe from flash floods 
because open spaces were covered with big trees 
between stream and settlements. 

In 2010 the area was hit by a devastating flood 
that brought huge damages and changed local 
environmental conditions. The stream channel was 
increased in size, the open spaces were washed 
away and the settlements along the stream are now 

 

Received: June 2021; Accepted: March 2022 
*Corresponding Author: Muhammad Barkat Ali Khan <contact.barkat@gmail.com> 
 

Table 3. Chail valley, Causes of flash floods (Responses are in %age) 
Ranking of 

causes 
Torrential 

rainfall 
High snow 

melt 
Clouds 
burst 

Loose 
rocks Deforestation Over 

grazing 
Most significant 49 12 12 _ 18 9 

2nd most 
significant 22 43 8 _ 9 18 

3rd most 
significant 21 18 60 _ _ 1 

4th most 
significant 8 8 12 12 58 2 

5th most 
significant _ 19 8 1 12 57 

6th most 
significant _ _ _ 78 _ 9 

Insignificant _ _ _ 9 3 4 

Total 100 100 100 100 100 100 
Source: Field Survey, 2018   

 During field survey the respondents recorded 
(Table 3) torrential rainfall as the most 
significant cause stated by 49% respondents, 
while 22% reported it as second most 
significant, 21% as 3rd most significant and 8% 

as fourth most significant cause. The second 
most significant cause of flash floods was 
reported as cloud bursts followed by high snow 
melt, deforestation and overgrazing. 

 
3.2.2- Causes of Flash Floods in Daral Valley 
As compared to Chail valley, Daral valley is 
narrow and the slopes are steeper with hard rock 
materials. In the lower part of the valley towards 
Bahrain town the settlements including Jheel 
and Niam are more prone to flash floods, while 
in the middle and upper reaches of the valley the 

settlements are situated a bit far from the main 
Daral stream therefore the roads and bridges are 
prone to flash floods while the settlements are 
prone to flash floods of the tributaries and 
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Table 4. Daral valley, Causes of flash flood (Responses are in %age) 
Ranking of 

Causes 
Torrential 

rainfall 
High snow 

melt 
Clouds 
burst 

Loose 
rocks Deforestation Over 

grazing 
Most significant 46 32 12 _ 9 1 

2nd most 
significant 34 36 18 _ 3 9 

3rd most 
significant 16 22 51 _ 9 2 

4th most 
significant 3 8 10 22 46 2 

5th most 
significant 1 2 9 5 18 51 

6th most 
significant _ _ _ 43 1 10 

Not significant _ _ _ 30 14 25 

Total 100 100 100 100 100 100 

Source: Field Survey, 2018   

 

As mentioned in (Table 4) most of the 
respondents stated that torrential rainfall is the 
major cause of flash floods followed by high 
snow melt, clouds burst, deforestation and 
overgrazing. During summer the heavy rainfall 
in the catchment area causes overflow in the 
tributaries and gullies and exceed the flow of 
Daral stream, during summer due to increase in 
diurnal temperature also contribute to high snow 
melt and increase in stream flow. 
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3.3 Chail valley: Communities’ Resilience against Flash floods 

In Chail valley before flood 2010 the stream 
was flowing in a narrow deep channel, there 
were trees in large number towards both the 
sides of the stream and the seasonal floods 
were not disastrous during peak seasons, 
except lateral erosion at few points. There 
were also trout fish hatcheries along the 
stream. During the massive flood 2010 the 
trees and grassy point bars were washed away, 
the houses close to the stream were destroyed, 
the width of stream channel was increased by 
few times. After 2010 every year, the valley 
faces flash floods in June, July and August, it 
results in blockage of road access to some of 
the villages and sub valleys. Every year during 

flood season the small bridges are being 
washed away and the houses are more prone to 
seasonal flash floods.  

3.4 Chail Valley: Communities’ 
Preparedness against flash floods  

In Chail valley the resilience was evaluated 
according to the elements mentioned in (Table 
5), each of the elements was scored according 
to its significance in the sample localities, the 
average of sample localities for Chail valley is 
mentioned against each element. Score 9 is for 
maximum significance and 1 for least 
significance.   

 

Table 5. Chail valley, Communities’ resilience score according to the model (1-9) 
Elements Average 

Score  

Remarks  

Community mobilization/organization 6.17 Collective approach of local people  

Preventive measures 4.31 Site selection, alternate routes  

Relief equipment 3.68 Some communities are having relief equipment  

Evacuation plan 4.03 No access to hospital and markets during flash 

floods for most communities  

Distribution of household 4.67 The big villages situated close Chail stream  

Checklist of vulnerable 5.22 Having knowledge and value for vulnerable  

Preparation 3.45 Collective approach towards emergencies  

1st hand experience 6.59 Experience in flood 2010, and seasonal floods 

every year  

Warning systems government 3.58 Less effective government warning system  

Warning system community 6.35 Communities are proactive to communicate with 

each other  

Response from government 4.15 Less effective response from government  

Response from others 4.4 Response only for recovery after flood 2010  

 Source: Field Survey, 2018 
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Evacuation plan 4.03 No access to hospital and markets during flash 
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Fig. 3. Settlements in Chail valley exposed to flash floods and access of a sub valley to main road, they loss 
this access during flash floods 
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Table 6. Chail valley, Houses destroyed in the sample villages during flash floods 2010  

 

 

 

 

 

 

 

 

Source: Field Survey 2018 

 

 

 

 

 

 

Fig. 4. Houses destroyed in the surveyed villages of Chail valley during flash floods 2010 

Village Name No. of  houses destroyed 

Badalai 55 

Depo 15 

Kuz Chail 25 

Shinko 65 

Bashigram 95 

Total 255 
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adjacent to the stream channel. In the selected five 
localities a total of 255 houses, adjacent agriculture 
lands and 04 fish hatcheries were washed away.

During flood 2010 the width of Chail valley 
was increased and now some of the sub valleys and 
villages are accessed through a road across stream 
channel and small bridges. After 2010 flood the flash 
floods became more disastrous in the valley. Every 
year the road across the stream channel and small 
bridges are washed and some of the sub valleys and 
villages are disconnected with the main road. These 
communities are not having access to main road in 
case of any emergency or food shortage, especially 
during evacuation. Some of the villages are now 
accessed by chair lefts and it will be difficult for a 
crowd to evacuate in case of unanticipated situation. 
There is also very weak response from government 
to rehabilitate bridges and access roads. Therefore 
after flood 2010 the communities in Chail valley 
are more vulnerable to flash floods. 
 
3.6  Daral valley: Communities’ Preparedness to
       flash floods 
 
In Daral valley the resilience was evaluated 
according to the elements mentioned in Table 7, 
each of the elements was scored according to its 
significance in the sample localities, the average 
of sample localities for Daral valley is mentioned 
against each element.  

In Daral valley, the communities are also 
more proactive to help each other in emergency 
situations; therefore, without any formal body, the 
communities are organized and mobilized to help 
each other and cope with the flash floods. They 
also work together to rehabilitate bridges or any 
side wall damaged during flash floods. The people 
also care about vulnerable people including disable, 
elderly, women and children during flash floods. 
Like Chail valley, the communities got a good 
experience responding to flash floods during and 
after flood 2010. The people are also proactive in 
warning each other on time while the government’s 
warning system is very poor. In the valley most of 
the villages are situated on steep slopes and lacking 
evacuation plan and they are also not accessed 
by road. Mostly the communities are not keeping 
any relief equipment for any emergency situation. 
The community is responding on their own to 

rehabilitate their infrastructure after flash floods.

3.7 Daral Valley: Communities’ Environmental 	
      Conditions and flash floods 
 
In Daral valley the slope is steep and the valley 
composed of hard rocks. Due to the local 
environmental conditions, most communities are 
a bit safe from direct damages, including washing 
away houses by flash floods. Before flood 2010 
the peak flow was observed during the months of 
June, July and August. Daral stream was flowing 
in a very narrow channel almost a gorge with steep 
slopes towards both sides. During peak flow the 
stream was cutting its sides due to lateral erosion at 
few points especially in the down valley areas near 
Bahrain town. 

During flood 2010 a very devastating flood 
hit the area, due to some local environmental 
conditions the damages were not that much as 
compared to the stream flow. Mostly the damages 
occurred in the down valley communities; it 
washed away hotels, bridges, roads and houses. In 
Daral valley the communities situated on upside are 
more resilient to the direct damages of flash floods. 
(Table 8) showing damages to houses in the five 
sample localities during flood 2010. 

After flood 2010 flash floods are occurring 
in the months of June, July and August. Mostly 
it results into washing away temporary bridges, 
adjacent agriculture lands and side walls. In Daral 
valley the environmental conditions were not so 
much changed during the floods except few points 
and down valley areas, apart from that the stream is 
still flowing in a narrow channel with steep slopes 
towards both sides.

Following is the comparative analysis of Chail and 
Daral valleys 

i.	 In Chail valley the settlements are comparatively 
more vulnerable to flash floods than Daral 
valley due to the location of settlements close 
to the stream. 

ii.	 In Chail valley, some sub valleys, especially 
Kwandai remain cut off from the main road 
every year due to seasonal floods, making it 
less resilient to flash floods. 

iii.	 The slope is much steeper in Daral than 
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3.3 Chail valley: Communities’ Resilience against Flash floods 

In Chail valley before flood 2010 the stream 
was flowing in a narrow deep channel, there 
were trees in large number towards both the 
sides of the stream and the seasonal floods 
were not disastrous during peak seasons, 
except lateral erosion at few points. There 
were also trout fish hatcheries along the 
stream. During the massive flood 2010 the 
trees and grassy point bars were washed away, 
the houses close to the stream were destroyed, 
the width of stream channel was increased by 
few times. After 2010 every year, the valley 
faces flash floods in June, July and August, it 
results in blockage of road access to some of 
the villages and sub valleys. Every year during 

flood season the small bridges are being 
washed away and the houses are more prone to 
seasonal flash floods.  

3.4 Chail Valley: Communities’ 
Preparedness against flash floods  

In Chail valley the resilience was evaluated 
according to the elements mentioned in (Table 
5), each of the elements was scored according 
to its significance in the sample localities, the 
average of sample localities for Chail valley is 
mentioned against each element. Score 9 is for 
maximum significance and 1 for least 
significance.   

 

Table 5. Chail valley, Communities’ resilience score according to the model (1-9) 
Elements Average 

Score  

Remarks  

Community mobilization/organization 6.17 Collective approach of local people  

Preventive measures 4.31 Site selection, alternate routes  

Relief equipment 3.68 Some communities are having relief equipment  

Evacuation plan 4.03 No access to hospital and markets during flash 

floods for most communities  

Distribution of household 4.67 The big villages situated close Chail stream  

Checklist of vulnerable 5.22 Having knowledge and value for vulnerable  

Preparation 3.45 Collective approach towards emergencies  

1st hand experience 6.59 Experience in flood 2010, and seasonal floods 

every year  

Warning systems government 3.58 Less effective government warning system  

Warning system community 6.35 Communities are proactive to communicate with 

each other  

Response from government 4.15 Less effective response from government  

Response from others 4.4 Response only for recovery after flood 2010  

 Source: Field Survey, 2018 
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Table 6. Chail valley, Houses destroyed in the sample villages during flash floods 2010  
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Fig. 4. Houses destroyed in the surveyed villages of Chail valley during flash floods 2010 

Village Name No. of  houses destroyed 

Badalai 55 
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Shinko 65 
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Total 255 
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Fig. 4. Houses destroyed in the surveyed villages of Chail valley during flash floods 2010
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During flood 2010 the width of Chail valley 
was increased and now some of the sub valleys 
and villages are accessed through a road across 
stream channel and small bridges. After 2010 
flood the flash floods became more disastrous 
in the valley. Every year the road across there 
stream channel and small bridges are washed 
and some of the sub valleys and villages are 
disconnected with the main road. These 
communities are not having access to main 

road in case of any emergency or food 
shortage, especially during evacuation. Some 
of the villages are now accessed by chair lefts 
and it will be difficult for a crowd to evacuate 
in case of unanticipated situation. There is also 
very weak response from government to 
rehabilitate bridges and access roads. 
Therefore after flood 2010 the communities in 
Chail valley are more vulnerable to flash 
floods.  

 

3.6 - Daral valley: Communities’ Preparedness to flash floods  

In Daral valley the resilience was evaluated 
according to the following elements, each of 
the elements was scored according to its 
significance in the sample localities, the 
average of sample localities for Daral valley is 
mentioned against each element.   

 

 

 

 

 

 

 

 

 

Table 7. Daral Valley, Communities’ Resilience score according to the model (1-9) 
Elements Average score Remarks 

Community 

mobilization/organization 

7 Collective approach during natural hazards 

Preventive measures 4 Most settlements on safe sites  

Relief equipment 3 Not having special relief equipment 

Evacuation plan 5 Having tough alternate routes to access Bahrain 

Distribution of household 6 Houses on mountain slopes away from stream 

Checklist of vulnerable 7 Knowledge of disable and vulnerable  

Preparation 3 No collective approach for preparation  

1st hand experience 5 The communities experiencing flash floods after and 

during 2010.  

Warning systems government 2 Less effective early warning system by the 

government 

Warning system community 5 The communities are proactive to inform each other 

Response from government 2 The response is slow and very limited 

Response from others 1 Different organizations worked only after 2010 

         Source: Field Survey 2018 
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In Daral valley, the communities are also more 
proactive to help each other in emergency 
situations; therefore, without any formal body, 
the communities are organized and mobilized 
to help each other and cope with the flash 
floods. They also work together to rehabilitate 
bridges or any side wall damaged during flash 
floods. The people also care about vulnerable 
people including disable, elderly, women and 
children during flash floods. Like Chail valley, 
the communities got a good experience 
responding to flash floods during and after 

flood 2010. The people are also proactive in 
warning each other on time while the 
government's warning system is very poor. In 
the valley most of the villages are situated on 
steep slopes and lacking evacuation plan and 
they are also not accessed by road. Mostly the 
communities are not keeping any relief 
equipment for any emergency situation. The 
community is responding on their own to 
rehabilitate their infrastructure after flash 
floods. 

3.7 Daral Valley: Communities’ Environmental Conditions and flash floods  

In Daral valley the slope is steep and the 
valley composed of hard rocks. Due to the 
local environmental conditions, most 
communities are a bit safe from direct 
damages, including washing away houses by 
flash floods. Before flood 2010 the peak flow 
was observed during the months of June, July 
and August. Daral stream was flowing in a 
very narrow channel almost a gorge with steep 
slopes towards both sides. During peak flow 
the stream was cutting its sides due to lateral 
erosion at few points especially in the down 
valley areas near Bahrain town.  

During flood 2010 a very devastating flood hit 
the area, due to some local environmental 
conditions the damages were not that much as 
compared to the stream flow. Mostly the 
damages occurred in the down valley 
communities; it washed away hotels, bridges, 
roads and houses. In Daral valley the 
communities situated on upside are more 
resilient to the direct damages of flash floods. 
(Table 8) showing damages to houses in the 
ive sample localities during flood 2010.  

 

Table 8. Houses destroyed in the surveyed villages of Chail valley during flash floods 2010 

Source: Field Survey 2018 

Village Name No. of destroyed houses 

Jheel 80 

Niam 8 

Lagan 11 

Lagankar 4 

Shaledar 2 

Total 105 

Table 8. Houses destroyed in the surveyed villages of Chail valley during flash floods 2010
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Fig. 5. Chail valley, Houses destroyed in the sample villages during flash floods 2010  

After flood 2010 flash floods are occurring in 
the months of June, July and August. Mostly it 
results into washing away temporary bridges, 
adjacent agriculture lands and side walls. In 
Daral valley the environmental conditions 

were not so much changed during the floods 
except few points and down valley areas, apart 
from that the stream is still flowing in a 
narrow channel with steep slopes towards both 
sides.  

 
 
 

 

 

 

 

 

 

Fig. 6. Daral valley is narrow and the settlements are situated on hillslopes above the stream.  

3.8 Comparative Analysis of Chail and Daral valleys  
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Chail valley, but in Chail the rocks are in 
unconsolidated form while in Daral the rocks 
are in compact form so the flash floods in Chail 
valley also results into associated hazards 
especially land sliding and debris flow.

4.   CONCLUSION

The resilience level differs due to differences in 
community preparedness and local environmental 
conditions in both the valleys. The Chail valley 
is resilient due to anthropogenic factors. The 
people are aware of flash floods. They keep some 
equipment for emergencies and quickly recover 
their access to main road and bridges after flash 
floods. Due to a comparatively wider valley, 
evacuation during unforeseen conditions will be 
comparatively easy. While Daral valley is resilient 

due to natural factors, however the valley is narrow 
and hardly accessible but the rocks are mostly 
tough  and the settlements are mostly situated on 
safe sites on mountain slopes. Due to the narrow 
valley and location of settlements on steep slopes, 
evacuation and access to basic health services 
during emergency situations are more challenging. 
The resilience level is considered low in both the 
valleys mainly due to evacuation and accessibility 
to emergency health services and safe places in 
case of flash floods. There is no any effective early 
warning system but the local people are proactive 
to inform each other in case of any unanticipated 
situation. In case of emergency related to flash 
floods, including casualties and damage to houses, 
rescue activities will be almost impossible to most 
of the communities in both the valleys due to hard 
access and rugged topography. The associated 
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hazards with flash floods further aggravate the 
situation especially to the far flung isolated 
settlements on the mountain slopes. 

Due to diversity in local environmental 
conditions and community preparedness the 
resilience level differs from place to place within 
the target valleys. Generally it can be concluded 
that however some of the natural and anthropogenic 
factors contribute to the resilience level but in 
the target valleys due to rugged topography, lack 
of planning, lack of proper evacuation plan and 
emergency response, poor infrastructure, and 
unpaved houses on fragile slopes the resilience 
level to flash floods is considered low.
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1. INTRODUCTION 
 

The bounded distributions, which are based on the 
unit interval, are useful for modeling the behavior 
of random variables with intervals (0,1). The Beta 
distribution [1] is considered a bounded 
distribution and is extensively used for modeling 
such data sets. There is always a need for other 
models for modeling bounded data sets. Some 
such important well-known distributions include 
Kumaraswamy distribution [2], Unit Burr-III [4], 
Unit Gompertz distribution [5], Unit Lindley 
distribution [6], Unit Gamma distribution [7], Unit 
Birnbaum-Saunders distribution [8], Unit-inverse 
Gaussian distribution [3], Unit Weibull 
distribution [9], Unit Logistic distribution [10], 
Unit modified Burr III distribution [11], unit 
Rayleigh distribution [12], Unit power-logarithmic 
distribution [13], odd Frechet power function 
distribution [14], Unit Burr XIII distribution [15], 
modified Kumaraswamy distribution [16], Unit 
Teissier distribution [17], inflated unit Birnbaum- 
Saunders distribution [18]  and log-XLindley 
distribution  [19]. We are motivated to propose a  
 
 
 
 
 
 

distribution because (i) it can be considered as an 
appropriate distribution to model the skewed data 
where other competent models available in the 
literature may not be adequately fitted; (ii) it can 
also be applied to model various real data sets in 
the fields of survival and industrial reliability. 

The Xgamma distribution was introduced [20] 
to model lifetime data sets. The Xgamma 
distribution was derived using a finite gamma and 
exponential distribution mixture. A random 
variable Y has Xgamma distribution, if its 
probability density function (pdf)      and 
cumulative distribution function (cdf)      are, 
respectively, given by:  
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where θ is the scale parameter. 

The inspiration of this work is to propose a 
new distribution from the Xgamma distribution by 
a transformation         ⁄   where Y has the 
Xgamma distribution.  

 The proposed distribution comprises the 
behavior of the Beta distribution and provides 
better fits than some well-known lifetime 
probability distributions, such as the 
Kumaraswamy distribution.  

 The proposed distribution is capable of data 
analysis of increasing hazard rate function. 

 It can be viewed as the most suitable probability 
model for fitting negatively skewed data sets.  

The paper is structured as follows: In Section 
2, we present the Unit-Xgamma distribution 
(UXG) along with graphical representations of its 
pdf, cdf, and reliability function. In Section 3, 
some mathematical properties, including moments 
and associated measures, actuarial measures, and 
order statistics. The new distribution is also 
characterized based on truncated moments and 
hazard function. The parameter is estimated using 
five different estimation methods in Section 4. 
Monte-Carlo simulations are performed in Section 
5 to investigate the performance of these 
estimators. The analysis of a real data set has been 
presented in Section 6. In the last section, we 
conclude our study. 

2.  UNIT-XGAMMA DISTRIBUTION 

The Unit-Xgamma distribution is derived using 
the transformation         ⁄  with support 
on the unit interval. The cdf and pdf of the 
proposed distribution respectively are given by 
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Figure 1 shows the shapes of the UXG distribution's pdf 
and cdf for various parameter values. 

 

Fig. 1: Plots of pdf and cdf for UXG Distribution  
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Figure 2 shows the survival and hazard functions 
of the UXG distribution for various parameter 
values. 

Fig. 2: Survival and hazard plots for UXG distribution  

The shape of a pdf can be studied by limiting 
behavior at origin and one. The hazard function 
also showed the same results at the origin. That is 

   
   

         
   

       
    

and shapes of pdf and hazard function at the upper 
limit  are given by 
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 3  
 

This shows that distribution begins from a point on 
the vertical axis. Now, it is needed to get more 
knowledge about its trend at origin by taking the 
limit of f′(x). f′(x) may be negative (positive), the 
pdf goes downward (upward) at the origin.  

The first derivative of (4) is 

   
   

     
          

    

For    , the pdf goes down and upwards 
otherwise. 

3. MATHEMATICAL PROPERTIES 

3.1. Moments 

If the random variable X is UXG distribution, then 
its rth moment about the origin can be given as 
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Now taking the second term of Eq. (7) 
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The moment generating function of UXG 
distribution is obtained by using Eq. (10), given as 
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The numerical values of mean, variance, 
dispersion index, skewness, and kurtosis for some 
selected values of parameters are presented in 
Table 1. The behavior of UXG distribution is 
negatively for lower values of     and 
positively skewed for     . The UXG 
distribution is leptokurtic for              
and     model is mesokurtic. Also, for      
   , UXG model is platykurtic. 

3.2. Actuarial Measures  

In this subsection we derived two risk measures, 
value at risk (VaR) and tail value at risk (TVaR). 
For more information about actuarial measures, 
readers can consult the following studies [21] [22] 
[23].  

The VaR of UXG is derived as          , 
where   is the solution of the equation 
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Table 1: Some descriptive measures for some specific values of θ.  
θ      DI Skewness Kurtosis 

0.3 0.82190 0.02792 0.03397 -2.40551 9.18987 

0.5 0.72439 0.04266 0.05889 -1.53032 4.76441 

0.8 0.61147 0.05271 0.08620 -0.90568 2.85768 

1.0 0.55274 0.05452 0.09864 -0.64885 2.36971 

2.0 0.36979 0.04554 0.12315 0.04662 1.91532 

3.0 0.27578 0.03378 0.12249 0.40451 2.19210 

4.0 0.21908 0.02527 0.11535 0.64096 2.57963 

5.0 0.18134 0.01939 0.10693 0.81396 2.97398 

7.0 0.13445 0.01228 0.09134 1.05525 3.69344 

9.0 0.10660 0.00840 0.07880 1.21769 4.29919 

12 0.08117 0.00526 0.06480 1.38233 5.02381 

15 0.06547 0.00359 0.05483 1.49321 5.58091 

20 0.04945 0.00215 0.04348 1.61401 6.25796 

 

Table 2: The risk measures (VaR and TVaR) for the UXG distribution 
  Significance level            

0.50 

0.70 0.85683 0.26838 
0.75 0.86887 0.22525 
0.80 0.88061 0.18149 
0.85 0.89244 0.13719 
0.90 0.90506 0.09224 
0.95 0.92016 0.04664 
0.99 0.94051 0.00947 

1.0 

0.70 0.72049 0.23814 
0.75 0.74382 0.20153 
0.80 0.76660 0.16378 
0.85 0.78961 0.12487 
0.90 0.81414 0.08479 
0.95 0.84349 0.04339 
0.99 0.88306 0.00896 

2.0 

0.70 0.51093 0.18823 
0.75 0.54572 0.16181 
0.80 0.58118 0.13364 
0.85 0.61831 0.10366 
0.90 0.65914 0.07175 
0.95 0.70943 0.03760 
0.99 0.77929 0.00804 

5.0 

0.70 0.24178 0.10797 
0.75 0.27041 0.09519 
0.80 0.30284 0.08087 
0.85 0.34069 0.06482 
0.90 0.38733 0.04666 
0.95 0.45238 0.02579 
0.99 0.55669 0.00598 
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Some numerical values of VaR and TVaR are 
presented in Table 2.  
 
3.3. Order Statistics 
 
Order statistics is commonly used and performed 
in the statistical literature. Let            
represent r.v. with cdf     . If 
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3.4. Characterizations  
 

The presence of a new stochastic function must be 
validated against the underlying model's 
requirements. Glänzel [24] suggests that studying 
characterizations could be useful in this approach. 
The ratio of two truncated moments is used to 
characterize the UXG distribution. So we use the 
idea of Glänzel to characterize the UXG 
distribution.  

Proposition 1:  Let X:          be distributed as Eq. 
(4) and 
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The random variable X follows UXG if and only if 
the function η defined in Theorem [24] is of the 
form  
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Now by Proposition (1), X has density (4). 

Corollary 1: Assume X:         be a 
continuous random variable, then       is the 
same as in Proposition 1. The pdf of X is (4) if and 
only if the differential equation is satisfied by 
functions       and η(x) stated in Theorem [24]. 
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D is the constant in this equation. Note that in 
Proposition 1 with    ,                      
are set of functions that satisfy the differential 
Eq.(21).  

The hazard function-related characterization of the 
UXG distribution is now given. The hazard 
function h(x) is known to satisfy the following 
differential equation. 
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equation, then X is a continuous random variable 
range between 0 and 1 with pdf Eq. (4). 
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4. PARAMETER ESTIMATION 

In this section, we investigate the estimation of 
unknown parameter θ of UXG distribution using 
different well-known estimation methods. The 
considered estimation methods are; maximum 
likelihood, Anderson Darling, Cramer Von Mises, 
ordinary least squares, weighted least square, and 
maximum product spacing. For more detail reader 
can consult following studies [25], [26] [27]. Now 
onwards, a random sample is denoted by  
              from the        distribution of 
size n. The nonlinear equations of different 
estimation methods can be solved using statistical 
software (e.g., R, Mathematica). We used R in this 
study. 
 
4.1. Maximum Likelihood Estimation 

The most favorable parametric estimating method 
is the MLE method. The reason is described by 
theoretical acceptance of the estimators' limiting 
characteristics, such as consistency, efficiency, 
and asymptotic normality. The method of MLE of 
the UXG model is given below. The MLE of   is 
obtained by maximizing the log-likelihood 
function for  , the log-likelihood function      is 
equal to 
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equating    to zero and it can be solved using 
statistical software R. 
 
4.2. Least Squares and Weighted Least 

Squares 

We now take into account the methods of ordinary 
least squares (OLS) estimation and weighted least-
squares (WLS) estimation. OLS estimation 
method was firstly presented by Swain (1988). It 
is a nonlinear method of estimation, especially 
when the MLEs cannot be obtained in an explicit 
form. The OLS of θ can be obtained by 
minimizing the least square function L(θ)  
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ith element of the ordered observations 
             and  ̂(.) is empirical CDF of ith 
observation. i.e.,  ̂     
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The weighted least square estimate (WLS) of θ, 
can be obtained by minimizing the weighted least 
square function with respect to θ, defined by 
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where    is given by Eq. (23). 

4.3. Cramer-von Misses Estimation 

Another method for obtaining estimates is the 
Cramer-von Mises (CVM) estimates by 
minimizing its function with respect to θ. It is 
defined by 
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where    is given by Eq. (23). 

The CVE shows that this estimator's bias (θ) is 
lower than those of other minimum distance 
estimators. 

4.4. Anderson-Darling Estimation 

The Anderson-Darling (AD) estimate of θ can be 
obtained by minimizing the following function, 
with respect to θ, which is given by  
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Thus, the AD estimate can be determined by 
solving the following equation:         ⁄   ,  
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where    is given in Eq. (23). 

Note that all estimation methods can be obtained 
by using numerical methods. 
 
4.5. Maximum Product Spacing Estimation 

For              , assume       
 (      |   )    (       |  )  be the uniform 
spacings of a random sample from the UXG 
model, where  (    | )   ,  (      | )    
and ∑         

     . The MPSE of the parameter 
 , say  ̂, can be estimated by maximizing the 
geometric mean of the spacings 
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with respect to the parameter  . 
 

5. SIMULATION STUDY 

In this section, some simulation studies are 
presented for the comparison of different 
estimation methods such as maximum likelihood 
estimation (MLE),  least-squares estimation 
(OLS), weighted least square estimation  (WLS), 
Cramer-von Mises estimation (CVM), Anderson-
Darling estimation (AD) and maximum product 
spacing (MPS). In simulation studies, both small 
and large sample sizes are considered. We 
evaluate the performance of the estimators by bias, 
mean squared errors. 

We consider the UXG model, and data are 
simulated using          with sample sizes 
n=20, 50, 80, 100, and 200 for some specific 
values of a parameter. Simulated bias and MSE 
are given in Tables 2-8. 

Table 2: The simulated biases and MSEs of the UXG model for (θ=0.3) 
n  ML AD CVM OLS WLS MPS 

20 Bias 0.00685 0.00467 0.00646 0.00508 0.00454 0.00499 
 MSE 0.00185 0.00201 0.00231 0.00228 0.00214 0.00168 

50 Bias 0.00259 0.00184 0.00259 0.00204 0.00189 0.00341 
 MSE 0.00074 0.00081 0.00090 0.00089 0.00083 0.00071 

80 Bias 0.00057 0.00019 0.00018 0.00017 0.00008 0.00354 
 MSE 0.00044 0.00048 0.00052 0.00052 0.00049 0.00044 

100 Bias 0.00191 0.00111 0.00137 0.00109 0.00120 0.00156 
 MSE 0.00034 0.00038 0.00042 0.00042 0.00039 0.00033 

200 Bias 0.00031 0.00027 0.00058 0.00044 0.00033 0.00167 
 MSE 0.00017 0.00019 0.00021 0.00020 0.00019 0.00017 

 
Table 3: The simulated biases and MSEs of the UXG model for (θ=0.5) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.01231 0.00812 0.01221 0.00662 0.00618 0.00959 
 MSE 0.00597 0.00662 0.00766 0.00737 0.00676 0.00534 

50 Bias 0.00477 0.00264 0.00368 0.00269 0.00402 0.00658 
 MSE 0.00217 0.00245 0.00274 0.00271 0.00246 0.00207 

80 Bias 0.00260 0.00169 0.00260 0.00185 0.00164 0.00479 
 MSE 0.00133 0.00150 0.00164 0.00163 0.00151 0.00128 

100 Bias 0.00187 0.00155 0.00210 0.00144 0.00172 0.00448 
 MSE 0.00106 0.00117 0.00131 0.00129 0.00120 0.00103 

200 Bias 0.00122 0.00095 0.00091 0.00097 0.00093 0.00248 
 MSE 0.00051 0.00059 0.00064 0.00063 0.00061 0.00052 
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(OLS), weighted least square estimation  (WLS), 
Cramer-von Mises estimation (CVM), Anderson-
Darling estimation (AD) and maximum product 
spacing (MPS). In simulation studies, both small 
and large sample sizes are considered. We 
evaluate the performance of the estimators by bias, 
mean squared errors. 

We consider the UXG model, and data are 
simulated using          with sample sizes 
n=20, 50, 80, 100, and 200 for some specific 
values of a parameter. Simulated bias and MSE 
are given in Tables 2-8. 

Table 2: The simulated biases and MSEs of the UXG model for (θ=0.3) 
n  ML AD CVM OLS WLS MPS 

20 Bias 0.00685 0.00467 0.00646 0.00508 0.00454 0.00499 
 MSE 0.00185 0.00201 0.00231 0.00228 0.00214 0.00168 

50 Bias 0.00259 0.00184 0.00259 0.00204 0.00189 0.00341 
 MSE 0.00074 0.00081 0.00090 0.00089 0.00083 0.00071 

80 Bias 0.00057 0.00019 0.00018 0.00017 0.00008 0.00354 
 MSE 0.00044 0.00048 0.00052 0.00052 0.00049 0.00044 

100 Bias 0.00191 0.00111 0.00137 0.00109 0.00120 0.00156 
 MSE 0.00034 0.00038 0.00042 0.00042 0.00039 0.00033 

200 Bias 0.00031 0.00027 0.00058 0.00044 0.00033 0.00167 
 MSE 0.00017 0.00019 0.00021 0.00020 0.00019 0.00017 

 
Table 3: The simulated biases and MSEs of the UXG model for (θ=0.5) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.01231 0.00812 0.01221 0.00662 0.00618 0.00959 
 MSE 0.00597 0.00662 0.00766 0.00737 0.00676 0.00534 

50 Bias 0.00477 0.00264 0.00368 0.00269 0.00402 0.00658 
 MSE 0.00217 0.00245 0.00274 0.00271 0.00246 0.00207 

80 Bias 0.00260 0.00169 0.00260 0.00185 0.00164 0.00479 
 MSE 0.00133 0.00150 0.00164 0.00163 0.00151 0.00128 

100 Bias 0.00187 0.00155 0.00210 0.00144 0.00172 0.00448 
 MSE 0.00106 0.00117 0.00131 0.00129 0.00120 0.00103 

200 Bias 0.00122 0.00095 0.00091 0.00097 0.00093 0.00248 
 MSE 0.00051 0.00059 0.00064 0.00063 0.00061 0.00052 
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where    is given in Eq. (23). 

Note that all estimation methods can be obtained 
by using numerical methods. 
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are given in Tables 2-8. 
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Table 3: The simulated biases and MSEs of the UXG model for (θ=0.5) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.01231 0.00812 0.01221 0.00662 0.00618 0.00959 
 MSE 0.00597 0.00662 0.00766 0.00737 0.00676 0.00534 
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	 Unit-Xgamma Distribution	 23



Unit-Xgamma Distribution 

 9  
 

Table 4: The simulated biases and MSEs of the UXG model for (θ=1.0) 
n  ML AD CVM OLS WLS MPS 
20 Bias 0.03171 0.01993 0.02883 0.01879 0.01888 0.01950 

 MSE 0.02842 0.03072 0.03716 0.03601 0.03413 0.02487 
50 Bias 0.01168 0.00620 0.01049 0.00872 0.00720 0.01592 

 MSE 0.00994 0.01135 0.01291 0.01339 0.01188 0.00970 
80 Bias 0.00728 0.00368 0.00688 0.00514 0.00465 0.01012 

 MSE 0.00632 0.00711 0.00806 0.00815 0.00733 0.00609 
100 Bias 0.00595 0.00471 0.00545 0.00405 0.00392 0.00901 

 MSE 0.00499 0.00564 0.00629 0.00628 0.00578 0.00474 
200 Bias 0.00315 0.00121 0.00260 0.00178 0.00121 0.00518 

 MSE 0.00239 0.00281 0.00311 0.00310 0.00281 0.00240 
 
 
Table 5: The simulated biases and MSEs of the UXG model for (θ=1.5) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.04783 0.03207 0.04273 0.03108 0.02652 0.02727 

 MSE 0.07092 0.07885 0.09671 0.09256 0.08777 0.06315 
50 Bias 0.01895 0.01320 0.01862 0.01269 0.01408 0.02325 

 MSE 0.02547 0.02924 0.03307 0.03326 0.03040 0.02420 
80 Bias 0.01113 0.00968 0.01201 0.01085 0.00763 0.01505 

 MSE 0.01526 0.01808 0.02066 0.02026 0.01837 0.01502 
100 Bias 0.00993 0.00671 0.00696 0.00737 0.00393 0.01496 

 MSE 0.01205 0.01414 0.01619 0.01611 0.01413 0.01224 
200 Bias 0.00378 0.00233 0.00380 0.00130 0.00371 0.00864 

 MSE 0.00597 0.00697 0.00770 0.00768 0.00721 0.00600 
 
 
Table 6: The simulated biases and MSEs of the UXG model for (θ=2.0) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.07189 0.04638 0.07121 0.05729 0.05001 0.04358 

 MSE 0.15423 0.17641 0.21967 0.21614 0.19800 0.13118 
50 Bias 0.02671 0.01201 0.01794 0.01226 0.01291 0.03152 

 MSE 0.04729 0.05204 0.05935 0.05893 0.05326 0.04445 
80 Bias 0.02303 0.01623 0.02137 0.01776 0.01737 0.01769 

 MSE 0.03029 0.03439 0.03949 0.03924 0.03534 0.02860 
100 Bias 0.00860 0.00345 0.00749 0.00461 0.00434 0.02521 

 MSE 0.02393 0.02754 0.03091 0.03080 0.02803 0.02352 
200 Bias 0.00634 0.00722 0.01055 0.00910 0.00772 0.01312 

 6MSE 0.01200 0.01412 0.01608 0.01603 0.01424 0.01186 
 
 
Table 7: The simulated biases and MSEs of the UXG model for (θ=3.0) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.12381 0.07841 0.04273 0.08121 0.08188 0.07461 

 MSE 0.36624 0.39167 0.09671 0.47460 0.45088 0.30881 
50 Bias 0.04934 0.03282 0.01862 0.03397 0.03251 0.04010 

 MSE 0.12587 0.14534 0.03307 0.16815 0.15049 0.11975 
80 Bias 0.02901 0.01785 0.01201 0.01465 0.01972 0.03396 

 MSE 0.07490 0.08930 0.02066 0.09717 0.09358 0.07316 
100 Bias 0.02240 0.01198 0.00696 0.01459 0.01432 0.03357 

 MSE 0.05912 0.06956 0.01619 0.07882 0.07222 0.05711 
200 Bias 0.02910 0.03448 0.00770 0.03867 0.03437 0.02904 

 6MSE 0.01201 0.00852 0.00380 0.00968 0.00636 0.02065 
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Table 8: The simulated biases and MSEs of the UXG model for (θ=5.0) 

n  ML AD CVM OLS WLS MPS 
20 Bias 0.21736 0.13968 0.20750 0.16371 0.13319 0.11997 

 MSE 1.14258 1.28215 1.62899 1.57041 1.41972 0.99647 
50 Bias 0.08943 0.06451 0.06921 0.06478 0.04772 0.08697 

 MSE 0.39571 0.46983 0.52545 0.53176 0.47153 0.37371 
80 Bias 0.05461 0.03895 0.04216 0.03479 0.03175 0.07200 

 MSE 0.24553 0.28065 0.31496 0.31822 0.28564 0.23001 
100 Bias 0.04117 0.02626 0.04053 0.03854 0.02625 0.05860 

 MSE 0.19236 0.22304 0.26136 0.25799 0.22927 0.18659 
200 Bias 0.09231 0.10894 0.12467 0.12419 0.10977 0.09221 

 MSE 0.01840 0.01645 0.02161 0.01445 0.01007 0.02868 
 

The following observations can be made from 
Table 2-8. 

1. The estimators of θ show the characteristic 
of consistency i.e., the MSE decreases as 
the sample size (n) increases.  

2. The bias of  ̂ drops with increasing n for all 
the methods of estimation.  

3. The bias of  ̂ generally increases with 
increasing   for any given   and n. 

 
6.  MODELING REAL DATA 

In this section, we present an analysis on a real 
data set to display the modeling behaviour of UXG 
distribution in comparison with the competitive 
distributions. The data set comprises water 
capacity month-wise from the Shasta reservoir in 
California in the month of February from 1991–
2010. The observations are: 0.338936, 0.431915, 
0.759932, 0.724626, 0.757583, 0.811556, 
0.785339, 0.783660, 0.815627, 0.847413, 
0.768007, 0.843485, 0.787408, 0.849868, 
0.695970, 0.842316, 0.828689, 0.580194, 
0.430681 and 0.742563.  

To begin, we plot the total time test (TTT) plot 
and the box plot in Figure 3 to analyze the 
underlying distribution of the given data set. The 
TTT plot depicts the empirical hazard rate 
function as it increases. The data is negatively 
skewed, as seen by the box plot. To see if this data 
set follows the UXG and most popular lifespan 
distributions, we use the Anderson-Darling (AD),  

 
 
Cramer von-Misses (CVM) and Kolmogorov-
Smirnov (KS) test statistics. 

 
Fig. 3. Box plot for water capacity data 

 
 

 
Fig. 4. TTT plot for water capacity data 

 
 

Now, we apply UXG, Kumaraswamy, Beta 
Distribution, Unit Burr III, Unit Lindley, Topp 
Leon distributions as a model to the water capacity 
data set and Table 10 provides the ML estimates 
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(MLEs) and the goodness of fit measures 
including log-likelihood (LogL), AIC, BIC, CVM, 

AD and KS values. 

 

Table 9: Some competitive models for the UXG distribution 
Sr. Distribution Author(s) References 
1 Beta distribution (BD) Gupta & NADarajah, (2004) [1] 
2 Kumaraswamy distribution (KwD) Kumaraswamy, (1980) [2] 
3 Unit Burr III distribution (UBIII) Modi & Gill, (2019) [3] 
4 Topp leon distribution (TLD) Nadarajah & Kotz, (2003) [24] 
5 Unit Lindley distribution (ULin) Mazucheli et al., (2019) [5] 

 
Table 10: ML estimates and Model selection measures 

Model MLEs LogL AIC BIC CVM AD KS 

KwD(α,β) 6.3475 (1.5574) 
4.4890 (2.0406) 

13.475 -22.949 -20.958 0.2505 1.5325 0.2209 

BD(α,β) 7.3157 (2.3181) 
2.9099 (0.8755) 

12.562 -21.124 -19.132 0.2861 1.6137 0.2359 

UBIIID(α,β) 3.4965 (0.8154) 
1.5291 (0.2243) 

11.077 -18.154 -16.163 0.2999 1.6658 0.2379 

TLD(λ) 8.6653 (1.9376) 11.588 -21.175 -20.179 0.3319 1.7858 0.2549 
ULinD(θ) 0.4958 (0.0806) 13.827 -25.654 -24.659 6.0498 1.8333 0.7484 
UXGD(θ) 0.6810 (0.0985) 14.024 -26.048 -25.052 0.2452 1.4224 0.2066 

According to Table 10, the UXG distribution fits 
the water capacity data set better than the other 
competitive distributions since the accuracy 
measures for determining the ideal distribution for 
a given data set are smaller. The histogram of the 
water capacity data set and the fitted densities,  

estimated HR and PP plots are displayed in Figure 
4. From Figure 4, it is observed that the fitted 
density of UXG distribution fits the data well and 
fitted (estimated) HR shows an increasing trend 
which is also confirmed by the TTT plot. 

  

Fig. 4: (Left) Fitted densities, (middle) estimated HRF and (right) PP plot for the data set. 
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5 Unit Lindley distribution (ULin) Mazucheli et al., (2019) [5] 

 
Table 10: ML estimates and Model selection measures 

Model MLEs LogL AIC BIC CVM AD KS 

KwD(α,β) 6.3475 (1.5574) 
4.4890 (2.0406) 

13.475 -22.949 -20.958 0.2505 1.5325 0.2209 

BD(α,β) 7.3157 (2.3181) 
2.9099 (0.8755) 

12.562 -21.124 -19.132 0.2861 1.6137 0.2359 

UBIIID(α,β) 3.4965 (0.8154) 
1.5291 (0.2243) 

11.077 -18.154 -16.163 0.2999 1.6658 0.2379 

TLD(λ) 8.6653 (1.9376) 11.588 -21.175 -20.179 0.3319 1.7858 0.2549 
ULinD(θ) 0.4958 (0.0806) 13.827 -25.654 -24.659 6.0498 1.8333 0.7484 
UXGD(θ) 0.6810 (0.0985) 14.024 -26.048 -25.052 0.2452 1.4224 0.2066 

According to Table 10, the UXG distribution fits 
the water capacity data set better than the other 
competitive distributions since the accuracy 
measures for determining the ideal distribution for 
a given data set are smaller. The histogram of the 
water capacity data set and the fitted densities,  

estimated HR and PP plots are displayed in Figure 
4. From Figure 4, it is observed that the fitted 
density of UXG distribution fits the data well and 
fitted (estimated) HR shows an increasing trend 
which is also confirmed by the TTT plot. 

  

Fig. 4: (Left) Fitted densities, (middle) estimated HRF and (right) PP plot for the data set. 
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Figure 5 gives the value of the MLE of parameter 
θ. The maximum value of the LogL function is at          
θ = 0.6810 for UXG distribution. Conclusively, 
Table 10 and Figure 4 show that the UXG model 
has a very adequate fitting to the empirical data of 
the water capacity. 

 
Fig. 5: Profile Log-Likelihood plot 

7.  CONCLUDING REMARKS 

The UXG distribution is a new model introduced 
in this study. Some mathematical properties of the 
new distribution, such as its moments and 
associated measures, are derived. Two actuarial 
measures; VaR and TVaR are derived. For this 
model, we obtained a density of ordered     
statistics and two different characterizations. 
Comprehensive simulation studies on multiple 
sample sizes; small, moderate, and large sizes are  
used to compare the efficiency of the five methods 
of estimate stated above. The simulation results 
showed that the ML estimator is the best 
performing estimator for bias and MSE criteria for 
all sample sizes. UXG distribution presents a 
better fit to the water capacity data than other 
competent models. Thus we can say that the UXG 
distribution being a parsimonious model provides 
adequate and preferable modeling performance for 
water capacity data and is more flexible than some 
well-known probability distributions that are 
extensively famous for the application of lifetime 
data sets.  
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1. INTRODUCTION 

 
For      , let    denote the class of univalent 
meromorphic functions of the form: 

      
    ∑   

                 

defined in the desk         | |    . 
Also let     ,       be the subclass of 
functions   in    which has the expansion: 

                          
    ∑   

         (1.1) 

where           , with      ,       
The function   given in (1.1) was studied by Jinxi 
Ma [12]. The functions      is said to be 
meromorphically starlike (convex) functions of 
order   if and only if 
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The class of such functions is denoted by   
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     and various 
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     had been studied by 
[5](see also [1, 2], [10], [13], [15], [17, 18, 19]). 

Let     
        consisting of functions of the 

form:  

           
    ∑   

                           (1.4) 

It is known that the calculus without the notion of 
limits is called   calculus which has influenced 
many scientific fields due to its important 
applications. Tang et al. [16] defined the 
  derivative for meroromorphic functions 
     by:  
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for    . The result is sharp for the function      
given by (2.8).  

Proof. By using the same technique in the proof of 
Theorem 6 we can show that 
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for |   |  | |     with the aid of Theorem 2. 
Thus, we have the assertion of Theorem 7. 

Theorem 8 The class   
           is closed 

under convex linear compination.  

Proof. Let      be defined by (2.4). Define the 
function      by 

      
           

            ∑   
              (2.21) 

Suppose that      and      are in the class 
  
          , we only need to prove that 
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Proof. Let      be in the form (2.27). Then from 
(2.25), (2.26) and (2.28) we have 
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then, from Theorem 2,        
          . 

Conversely, let          
           and satisfies 

(2.9) for    , then 
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and 

     ∑   
                               (2.32) 

This compelets the proof of the Theorem 9. 

Corollary 3 The extreme points of the class 
  

           are the functions             
given by (2.25) and (2.26).  

Theorem 10 If        
            then 

  
                                 (2.33) 

where the parameter    is given by 

                  
                                      (2.34) 

Proof. For        
            from (2.11) of 

Theorem 3 and in view of (1.10), we get (2.34). 
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Abstract: Root finding Methods like the Bisection Method, Newton Raphson Method, Secant Method, and False 
Position Method have been revisited through a new approach. EACH METHOD’S user-friendly GUI computer 
programs have been developed on an Excel spreadsheet. A root locator graph is introduced in the spreadsheets, 
which helps identify the initial guess(es) required to calculate root using these methods. All real roots are now easily 
calculable by any of the four methods. The detailed steps to calculate roots are also shown on the spreadsheet. The 
spreadsheet can be made ready for the next calculation with a single click. We have developed a technique for Excel 
that helps accept polynomial in variable ‘x’ without directly mentioning cell location.
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1.	 INTRODUCTION

Mathematics students find numerical computing and 
root-finding methods very boring; as mathematics 
and physics teachers, we have tried to find them a 
convenient and new method to find roots through 
GUI. Several numerical methods approximate 
the real roots of transcendental and higher-order 
polynomial functions. These methods use several 
iterations to converge a set of      values to a natural 
root. Such methods include Newton-Raphson 
Method, Bisection Method, False Position Method, 
and Secant Method. 

Spreadsheets are used to organize and analyze 
statistical data in bulk amounts. Microsoft Excel 
is the most widely used spreadsheet application. 
Different programs can be made on Excel for 
different purposes. It is ubiquitous and available 
to most students at educational institutions. It has 
an easily accessible and very user-friendly GUI. 
Excel has been widely used in teaching data-based 
subjects, and various researches have been done 
on this use [1-4]. In her paper “Microsoft Excel in 
the Physics classroom,” Khan described how Excel 
could teach students Physics in a classroom setting 

using the example of an oscillating pendulum. She 
expressed success when her educational institute 
introduced Excel as part of the Mathematics 
curriculum [5]. Webb experimented with using 
Microsoft Excel to teach students Physics. In 
her paper, she gave an example of how Kepler’s 
Third Law can be analyzed using Excel. Using 
Excel decreased the time and effort of students 
in repetitive tasks that took away from actually 
learning Physics [6]. Cooke, in his paper, explained 
the advantages of using spreadsheets over computer 
programs. He argued that teaching Physics Excel is 
a user-friendly environment and very accessible. 
He gave an example of how to generate random 
numbers in spreadsheets. He furthered mapped 
electric potentials and fields [7]. Healy and 
Sutherland researched using spreadsheets with the 
teaching of Mathematics. They gave examples of 
spreadsheet activities on mathematical problems 
for students. They mentioned that the Bisection 
Method and Newton Raphson Method could be 
done using spreadsheets such that the process of 
using this method is visible for students [8]. Wrong 
and Barford analyzed the potential and advantages 
of teaching programming to Engineering students 
using Excel Visual Basic for Applications (VBA). 
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They used problems and demonstrations to 
show the advantages of using Excel VBA for 
programming [9]. Lilley proposed introducing 
students to programming on VBA by using 
Numerical Methods. She used standard methods 
like Cramer’s Rule for two by two (2 x 2) matrices 
and Newton Raphson Method to achieve this task. 
She mentions the availability and accessibility of 
Excel for such purposes [10]. Zaheer et al. showed 
that spreadsheets could be used as a simulation 
tool; they simulated wind data on spreadsheets and 
used spreadsheets to explain Lissajous figures and 
Damped Harmonic Oscillator [11, 12].

Previous research points towards the 
accessibility above and ease of access that 
Microsoft Excel offers as a tool for teaching 
Physics. Some have used numerical methods, 
including various root-finding methods for 
teaching Physics. There was even a mention of 
making a program such that the process was visible 
for students first encountering such numerical 
approaches to problems. Our aim is not to teach 
VBA programming but to create accessible Excel 
spreadsheets for various root-finding methods that 
students typically learn in Numerical Analysis or 
Numerical Methods courses. The iterative process 
is visible for students. A better understanding can 
be developed this way. The following sections 
have given a brief introduction and Algorithm 
of four root-finding methods (Bisection, Secant, 
False Position, and Newton Raphson). An example 
of each of these methods is also given using the 

function f(x) = 8x3 - 6x2 - 261x + 3.

2.   ROOT FINDING METHODS

We have made an excel program to automatically 
draw graphs without doing calculations separately. 
Instead of giving direct values, it is possible in the 
program to enter a mathematical expression of 
the function. The Draw graph button executes the 
program and plots the graphs. This is something 
new in drawing graphs in excel. Fig. 1. shows the 
screenshot of the program to draw the graph. The 
mathematical expression is written in A7; upper 
and lower limits of abscissa are given in A3 and 
A5, respectively.

In the following section, we discuss four 
numerical methods of root-finding; an Algorithm 
and an example of each method are also given.

2.1  Bisection Method

The Bisection Method is an approximation method 
used for finding the real roots of functions [1, 13-
15]. It essentially works by guessing an interval 
from the domain within which a root of the function 
may be found. The interval is smaller in successive 
iterations until the resulting interval is sufficiently 
small to give a real root with the desired accuracy. 
The procedure is easy to perform but takes several 
iterations to answer with errors low enough to be 
acceptable. 
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Fig. 1. Screenshot of the program to draw the graph. 

 

In the following section, we discuss four 
numerical methods of root-finding; an 
Algorithm and an example of each method are 
also given. 

2.1 Bisection Method 

The Bisection Method is an approximation 
method used for finding the real roots of 
functions [1, 13-15]. It essentially works by 
guessing an interval from the domain within 
which a root of the function may be found. The 
interval is smaller in successive iterations until 
the resulting interval is sufficiently small to give 
a real root with the desired accuracy. The 
procedure is easy to perform but takes several 
iterations to answer with errors low enough to be 
acceptable.  

Algorithm and an example of Bisection 
Method 

The Algorithm is given below: 

Step 1. For a function f(x) consider an interval 
        in which      is continuous, find 
               , if          then    is the 

root or if         the      is the root. or 
check if                if yes, continue to 
step; otherwise, next select a suitable interval. 

Step 2. Take the midpoint.    
         

  

Step 3. Find      , if        , or         , 
(   is the predefined acceptable error) then    is 
the root, 

Step 4. If (                  then roots lies 
between         otherwise, the root lies 
between        . 

Step 5. Use new interval and repeat all steps 
from step 2 until         . 

In fig. 2. The bisection method procedure is 
shown. The root lies within the interval (-2,2). 
The first iteration gives midpoint 0; now root 
lies in the interval (0,2). The second iteration 
gives midpoint 1; the root lies between (1,2). 
The third iteration gives midpoint 1.5, which 
coincides with the root, so x = 1.5 is one of the 
roots of a function. 
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Algorithm and an example of Bisection Method
The Algorithm is given below:

Step 1. For a function f (x) consider an interval 
(xo,x1) in which f (x) is continuous, find f (xo)  and f 
(x1), if  f (xo) = 0 then x0  is the root or if f (x1) = 0 the 
x1=0 is the root. or check if f (xo) * f (x1) < 0, if yes, 
continue to step; otherwise, next select a suitable 
interval.

Step 2. Take the midpoint.			    
x2=  (xo + x1) / 2

Step 3. Find f (x2), if f (x2) = 0, or f (x2 ) < ϵ, ( ϵ is 
the predefined acceptable error) then x2 is the root,

Step 4. If ((i)  f (xo) * f (x2) < 0 then roots lies 
between (xo , x2) otherwise, the root lies between   
(x1 , x2).

Step 5. Use new interval and repeat all steps from 
step 2 until f (x2 ) < ϵ.

In fig. 2. The bisection method procedure is shown. 
The root lies within the interval (-2,2). The first 
iteration gives midpoint 0; now root lies in the 
interval (0,2). The second iteration gives midpoint 
1; the root lies between (1,2). The third iteration 
gives midpoint 1.5, which coincides with the root, 
so x = 1.5 is one of the roots of a function.

2.2  Secant Method

In Secant Method [1, 13-15], a secant line is drawn 
on the curve, and the value of x is found where the 
secant line cuts the x-axis (the root of the secant 
line). A new secant line is drawn with the help of 
the root of the previous secant line. The process 
continues until the secant line converges to a tangent 

line at the root of the function. The Secant Method 
can be regarded as a discrete approximation of the 
Newton Raphson Method. The Secant Method uses 
the same formula as the False Position Method. 
However, it does not have the condition that the 
value of the function at the points chosen to be of 
opposite polarity. Hence in the Secant Method, the 
zeros do not always converge to a root. 

Algorithm and an example of Secant Method

The Algorithm of Secant Method is as follows:

Step 1. For a function f (x) consider two points                        
x = xo and x = x1.

Step 2. Calculate f (xo) and f (x1), if either is zero 
or f (x2 )< ϵ the root is at the corresponding x value.

Step 3. Otherwise, find the point x2 where secant 
line joining x = xo and x = x1 meets x-axis. To find 
x2 following formula is used. 

x2 = x1 - f (x1) (x1 - xo) / ( f (x1 ) - f (xo))

Step 4. If f (x2 ) is zero f (x2 ) < ϵ, x2 is the root. 
Otherwise,
 
Step 5. Replace xo by x1 and  x1 and x2. Repeat steps 
2 to 4 until f (x2 ) < ϵ.

Let x0 = -4 and x1 = 4 be the initial guess interval. The 
first iteration gives x2 =  2.1203, the second iteration 
gives 0.2068. Even though the second iteration 
seems to take the value away from the root, the 
third iteration gives a decent close approximation 
x2= 1.5840. In this case, the iterations make the 
approximation converge to the root, whose actual 
value is 1.5.Razzak et al 
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  (a) first iteration   (b) Second iteration   (c) Third iteration 

Fig. 2. Root finding by bisection method 

2.2  Secant Method 

In Secant Method [1, 13-15], a secant line is 
drawn on the curve, and the value of x is found 
where the secant line cuts the x-axis (the root of 
the secant line). A new secant line is drawn with 
the help of the root of the previous secant line. 
The process continues until the secant line 
converges to a tangent line at the root of the 
function. The Secant Method can be regarded as 
a discrete approximation of the Newton Raphson 
Method. The Secant Method uses the same 
formula as the False Position Method. However, 
it does not have the condition that the value of 
the function at the points chosen to be of 
opposite polarity. Hence in the Secant Method, 
the zeros do not always converge to a root.  

Algorithm and an example of Secant Method 

The Algorithm of Secant Method is as follows: 

Step 1. For a function      consider two points 
     and     . 

Step 2. Calculate       and      , if either is 
zero or          the root is at the 
corresponding x value. 

Step 3. Otherwise, find the point    where 
secant line joining      and      meets x-
axis. To find x2 following formula is used.  

           
     

           
 

Step 4. If       is zero         , x2 is the 
root. Otherwise,  

Step 5. Replace    by    and     and   . Repeat 
steps 2 to 4 until         . 

 

Let                be the initial guess 
interval. The first iteration gives     2.1203, 
the second iteration gives 0.2068. Even though 
the second iteration seems to take the value 
away from the root, the third iteration gives a 
decent close approximation     1.5840. In this 
case, the iterations make the approximation 
converge to the root, whose actual value is 1.5. 

 (a) first iteration   (b) Second iteration   (c) Third iteration 
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 2.3  False Position Method

False Position Method is essentially a combination 
of the Bisection Method and the Secant Method [1, 
13-15]. Two initial guesses are chosen such that the 
function changes the sign between them. A secant 
line is drawn, which passes through the initial 
guesses. A new interval is taken whose one point 
is the root of the secant line such that sign changes 
between them. The secant line with each iteration 
approaches a tangent line whose root coincides 
with the function under consideration. Because of 
this extra condition, this method is more generally 
applicable than the Secant Method. Further, the 
convergence in the False Position Method is faster 
than in the Bisection Method. 

Algorithm and an example of False position method
The Algorithm of the False Position Method is as 
follows:

Step 1. For a function f (x), choose x0 and x1 such 
that f (xo) * f (x1) < 0. 

Step 2. If either of f (xo )  or f (x1) are zero or                                                                                                   
f (xo ) or f (x1) <  ϵ, then x0 or x1 is root respectively.

Step 3. A secant line is drawn, and its root x2 is 
located.

The root of the secant line x2 is found by the 
following formula 

x2 = x1 - f (x1) (x1 - x0) / (f (x1) - f (x0))

Step 4. Find f (x2), if f (x2 ) = 0, or f (x2) < ϵ, ( ϵ is 
the predefined acceptable error) then x2 is the root,

Step 5. If ((i)  f (x0) * f (x2) < 0 then roots lies 
between (xo , x2) otherwise, the root lies between 
(xo , x1).

Step 6. Use new interval and repeat all steps from 
step 2 until f (x2 )< ϵ.

Fig. 4. illustrates the False Position Method of the 
root finding procedure. Let x0 = -4 and x1 = 4 be the 
initial guesses.  Each iteration gets the value closer 
to the root of the function. The third iteration gives 
1.5198, which is very close to the actual value of 
the root.
 2.4  Newton Raphson Method 

Root finding by Newton Raphson Method takes 
a single initial guess compared to the other three 
methods that take two points as initial guesses [1, 
13-16]. A tangent line is drawn to the curve at that 
point. A new tangent line is drawn on the curve at 
the root of the tangent line. This process continues. 
If the initial guess is good enough, the points 
converge to the root of the function considered. This 
convergence is quadratic. The convergence is linear 
if the desired root has a multiplicity higher than 
one. If the initial guess is a stationary point, then 
the method fails. Another failure appears where two 
points yield each other in an infinite cycle. 

Algorithm and an example of Newton Raphson 
Method

The Algorithm of Newton Raphson method is as 
follows:

Step 1. Guess an initial root xo and find f (xo).

Step 2. If f (xo ) = 0 or f (x2 ) < ϵ then xo is the root, 
otherwise,

Step 3. Calculate f ’ (xo).

Step 4. If  f ’ (xo )=0 then take a new xo. 

Step 5. Draw a tangent line at x_o and find out x1 
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  (a) first iteration   (b) Second iteration   (c) Third iteration 

Fig. 2. Root finding by bisection method 

2.2  Secant Method 

In Secant Method [1, 13-15], a secant line is 
drawn on the curve, and the value of x is found 
where the secant line cuts the x-axis (the root of 
the secant line). A new secant line is drawn with 
the help of the root of the previous secant line. 
The process continues until the secant line 
converges to a tangent line at the root of the 
function. The Secant Method can be regarded as 
a discrete approximation of the Newton Raphson 
Method. The Secant Method uses the same 
formula as the False Position Method. However, 
it does not have the condition that the value of 
the function at the points chosen to be of 
opposite polarity. Hence in the Secant Method, 
the zeros do not always converge to a root.  

Algorithm and an example of Secant Method 

The Algorithm of Secant Method is as follows: 

Step 1. For a function      consider two points 
     and     . 

Step 2. Calculate       and      , if either is 
zero or          the root is at the 
corresponding x value. 

Step 3. Otherwise, find the point    where 
secant line joining      and      meets x-
axis. To find x2 following formula is used.  

           
     

           
 

Step 4. If       is zero         , x2 is the 
root. Otherwise,  

Step 5. Replace    by    and     and   . Repeat 
steps 2 to 4 until         . 

 

Let                be the initial guess 
interval. The first iteration gives     2.1203, 
the second iteration gives 0.2068. Even though 
the second iteration seems to take the value 
away from the root, the third iteration gives a 
decent close approximation     1.5840. In this 
case, the iterations make the approximation 
converge to the root, whose actual value is 1.5. 

 (a) first iteration   (b) Second iteration   (c) Third iteration 
Fig. 3. Root finding by Secant Method
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where it cuts the x-axis, the point is found by

x1 = xo - f (xo) / (f ’ (xo ) )

Step 6. Replace xo by x1 and repeat from step 2 until 
f (x2 ) < ϵ.

Fig. 5. gives an example of the Newton Raphson 
Method. Let xo = -1 be the initial guess for the root. 
The tangent line at xo = -1 cuts x-axis at x = 1.7777. 
The new tangent line at xo = 1.7777 is drawn, and 
the new value of xo is extremely close to the actual 
root which is 1.5. 
 
3.   RESULTS AND DISCUSSION

We have used a spreadsheet to develop a program 
for calculating roots by four methods: Bisection 
Method, Newton Raphson Method, Secant Method, 
and False Position Method. All these methods, 
as GUI, are developed on spreadsheets. In each 
program, there are three buttons. The first button 
is labelled “Draw graph,” which draws a graph 
that locates all the real roots. The graph of the 
equation is given in cell A7. For the first time, we 
have introduced a method that allows one to write 

a function’s equation in variables’ x’s or ‘X’ rather 
than cell location. This gives the user freedom to 
use any function whose roots are determined. The 
equation is plotted with the help of intervals given 
in the A3 and A5. The values in cells A3 and A5 can 
be changed if the roots lie outside the given interval; 
the same button can draw a new graph. Once the 
graph is drawn, the approximate position of the 
roots can be seen; these approximated positions 
help choose the initial values of the guess for the 
calculation. The initial guess is in cell locations 
A10 and A12. The termination criterion can also be 
set by inserting its value in cell position A14. Once 
all these cells occupy appropriate values, a second 
button, “Calculate root,” is used to calculate the 
root. The button also displays each calculation step 
in columns C to H. The root value is displayed in a 
message box on reaching the termination criterion. 
The third button, “Reset,” is used to get the 
spreadsheet to find the next root. Four spreadsheets 
are also available with this paper.

(i)	 Several programs on Bisection and other 
methods were developed on a spreadsheet by 
various people [17-21]; our program is different 
from an entire root-finding, a single button 
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  (a) first iteration   (b) Second iteration   (c) Third iteration 

Fig. 2. Root finding by bisection method 

2.2  Secant Method 

In Secant Method [1, 13-15], a secant line is 
drawn on the curve, and the value of x is found 
where the secant line cuts the x-axis (the root of 
the secant line). A new secant line is drawn with 
the help of the root of the previous secant line. 
The process continues until the secant line 
converges to a tangent line at the root of the 
function. The Secant Method can be regarded as 
a discrete approximation of the Newton Raphson 
Method. The Secant Method uses the same 
formula as the False Position Method. However, 
it does not have the condition that the value of 
the function at the points chosen to be of 
opposite polarity. Hence in the Secant Method, 
the zeros do not always converge to a root.  

Algorithm and an example of Secant Method 

The Algorithm of Secant Method is as follows: 

Step 1. For a function      consider two points 
     and     . 

Step 2. Calculate       and      , if either is 
zero or          the root is at the 
corresponding x value. 

Step 3. Otherwise, find the point    where 
secant line joining      and      meets x-
axis. To find x2 following formula is used.  

           
     

           
 

Step 4. If       is zero         , x2 is the 
root. Otherwise,  

Step 5. Replace    by    and     and   . Repeat 
steps 2 to 4 until         . 

 

Let                be the initial guess 
interval. The first iteration gives     2.1203, 
the second iteration gives 0.2068. Even though 
the second iteration seems to take the value 
away from the root, the third iteration gives a 
decent close approximation     1.5840. In this 
case, the iterations make the approximation 
converge to the root, whose actual value is 1.5. 

 (a) first iteration   (b) Second iteration   (c) Third iteration 
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Fig. 3. Root finding by Secant Method 

2.3  False Position Method 

False Position Method is essentially a 
combination of the Bisection Method and the 
Secant Method [1, 13-15]. Two initial guesses 
are chosen such that the function changes the 
sign between them. A secant line is drawn, 
which passes through the initial guesses. A new 
interval is taken whose one point is the root of 
the secant line such that sign changes between 
them. The secant line with each iteration 
approaches a tangent line whose root coincides 
with the function under consideration. Because 
of this extra condition, this method is more 
generally applicable than the Secant Method. 
Further, the convergence in the False Position 
Method is faster than in the Bisection Method.  
 
Algorithm and an example of False position 
method 

The Algorithm of the False Position Method is 
as follows: 
 
Step 1. For a function       choose    and    
such that              .  

Step 2. If either of                are zero or 
                 , then    or    is root 
respectively. 
Step 3. A secant line is drawn, and its root    is 
located. 
The root of the secant line    is found by the 
following formula  

           
     

           
 

Step 4. Find      , if        , or         , 
(   is the predefined acceptable error) then    is 
the root, 

Step 5. If (                  then roots lies 
between         otherwise, the root lies 
between        . 

Step 6. Use new interval and repeat all steps 
from step 2 until         . 

 
Fig. 4. illustrates the False Position Method of 
the root finding procedure. Let    
            be the initial guesses.  Each 
iteration gets the value closer to the root of the 
function. The third iteration gives 1.5198, which 
is very close to the actual value of the root. 

 (a) first iteration                        (b) Second iteration             (c) Third iteration 

Fig. 4. Root finding by False Position Method. 

2.4 Newton Raphson Method  
Root finding by Newton Raphson Method takes 
a single initial guess compared to the other three 
methods that take two points as initial guesses 

[1, 13-16]. A tangent line is drawn to the curve 
at that point. A new tangent line is drawn on the 
curve at the root of the tangent line. This process 
continues. If the initial guess is good enough, the 

Fig. 4. Root finding by False Position Method

Fig. 5. Root finding by Newton Raphson Method
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points converge to the root of the function 
considered. This convergence is quadratic. The 
convergence is linear if the desired root has a 
multiplicity higher than one. If the initial guess 
is a stationary point, then the method fails. 
Another failure appears where two points yield 
each other in an infinite cycle.  
 
Algorithm and an example of Newton 
Raphson Method 

The Algorithm of Newton Raphson method is as 
follows: 
Step 1. Guess an initial root    and find      . 
Step 2. If         or          then    is 
the root, otherwise, 

Step 3. Calculate       . 
Step 4. If           then take a new   .  
Step 5. Draw a tangent line at    and find out    
where it cuts the x-axis, the point is found by 

           
      

 

Step 6. Replace    by    and repeat from step 2 
until         . 
 
Fig. 5. gives an example of the Newton Raphson 
Method. Let       be the initial guess for the 
root. The tangent line at       cuts x-axis at 
        . The new tangent line at    
       is drawn, and the new value of    is 
extremely close to the actual root which is 1.5.  

  (a) first iteration                          (b) Second iteration   

Fig. 5. Root finding by Newton Raphson Method 

3. RESULTS AND DISCUSSION 

We have used a spreadsheet to develop a 
program for calculating roots by four methods: 
Bisection Method, Newton Raphson Method, 
Secant Method, and False Position Method. All 
these methods, as GUI, are developed on 
spreadsheets. In each program, there are three 
buttons. The first button is labelled "Draw 
graph," which draws a graph that locates all the 
real roots. The graph of the equation is given in 
cell A7. For the first time, we have introduced a 
method that allows one to write a function's 
equation in variables' x's or 'X' rather than cell 

location. This gives the user freedom to use any 
function whose roots are determined. The 
equation is plotted with the help of intervals 
given in theA3 and A5. The values in cells A3 
and A5 can be changed if the roots lie outside 
the given interval; the same button can draw a 
new graph. Once the graph is drawn, the 
approximate position of the roots can be seen; 
these approximated positions help choose the 
initial values of the guess for the calculation. 
The initial guess is in cell locations A10 and 
A12. The termination criterion can also be set by 
inserting its value in cell position A14. Once all 
these cells occupy appropriate values, a second 
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controls process.
(ii)	 Usually, available software on these methods 

calculates one root; new guesses are required 
for others, which may take longer. In our 
method, we have added a ‘visual root locator.’ 
This locator shows the approximate position of 
the root by a single line that crosses the x-axis 
on a graph. With the use of this locator, one can 
easily choose the initial guess(s). 

(iii)	These methods can find all real roots in a 
relatively more straightforward manner.

(iv)	Besides the value of roots, a chart is also 
developed that shows all the process steps.

(v)	 It also shows the start time and finishes time. 
(vi)	Some of the available online root calculators by 

Newton’s Raphson Method need an expression 
of the function’s derivative [22], which is 
not straightforward in most cases. Also, most 
available calculators fail to calculate roots at 
stationary points [22, 23]. In our program, we 
have added a step in which the program first 
finds out whether the point is stationary or not. 
If stationary, it changes the initial guess to a 
neighboring point and finds the root.

(vii) Source file can be made available online 		
  for users of all standards and level. 

4.   CONCLUSION

In this paper, we have developed computer 
programs for numerical root-finding methods. We 

developed programs for four root-finding methods 
(Bisection Method, Newton Raphson Method, 
Secant Method, and False Position Method). The 
programs are developed on an Excel spreadsheet. 
There is a variety of software that find a real root 
using these methods, but our programs have some 
new features: 
-	 They have root locators, which help choose 

initial guess(es). 
-	 All the real roots of the equation can be found. 
-	 The programs are GUIs. 
-	 The programs are suitable for those who don’t 

have any background in computer languages.
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step in columns C to H. The root value is 
displayed in a message box on reaching the 
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root. Four spreadsheets are also available with 
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Fig. 6. Screenshot of GUI program of Bisection Method. 

(i) Several programs on Bisection and 
other methods were developed on a 
spreadsheet by various people [17-
21]; our program is different from 
an entire root-finding, a single 
button controls process. 

(ii) Usually, available software on these 
methods calculates one root; new 
guesses are required for others, 
which may take longer. In our 
method, we have added a 'visual 
root locator.' This locator shows the 
approximate position of the root by 
a single line that crosses the x-axis 
on a graph. With the use of this 
locator, one can easily choose the 
initial guess(s).  

(iii) These methods can find all real 
roots in a relatively more 
straightforward manner. 

(iv) Besides the value of roots, a chart is 
also developed that shows all the 
process steps. 

(v) It also shows the start time and 
finishes time.  

(vi) Some of the available online root 
calculators by Newton's Raphson 
Method need an expression of the 
function's derivative [22], which is 
not straightforward in most cases. 
Also, most available calculators fail 
to calculate roots at stationary points 
[22, 23]. In our program, we have 
added a step in which the program 
first finds out whether the point is 
stationary or not. If stationary, it 
changes the initial guess to a 
neighboring point and finds the root. 
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Power Generating Station 
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Abstract: In the existing instrumentation and control system of an operating Pressurized Heavy Water Reactor 
(PHWR) based nuclear power plant, conventional controllers are used to control the reactor power. A new idea of 
Nonlinear Neural Model Predictive Controller (NNMPC) is introduced in this research work. The new 17th order 
nonlinear higher order model of Reactor Regulating System (RRS) is developed under different plant operating modes 
and various parametric conditions in Single Input Multi Output (SIMO) configuration with special emphasis on 
Helium Control Valve Dynamics (HCVD) and Coupled Nonlinear Iodine and Xenon Dynamics (CNIXD). The SIMO 
RRS model is developed based on first principle. The 17th order model is reduced to 9th order lower dynamic model 
using Balanced Truncation Method (BTM). The Reduced Order SIMO RRS (RO-SIMO-RRS) model is programmed, 
simulated and validated in SIMULINK environment. The plant Neural SIMO RRS (N-SIMO-RRS) model is 
developed using innovative data generated from RO-SIMO-RRS simulations. The plant neural N-SIMO-RRS model 
is optimized using Levenberg-Marquardt Algorithm (LMA). Using the identified N-SIMO-RRS model, the Nonlinear 
Neural Model Predictive Controller (NNMPC) is designed, trained, verified, validated, and finally optimized using the 
backtracking technique in the SIMULINK environment. The optimized results are obtained from designed closed loop 
RRS and found within the acceptable design limits. The performance of the proposed closed loop RRS is also tested 
in reference tracking mode with excellent fast tractability near the optimal target demanded power level. 
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1.	 INTRODUCTION

MIn this research work, a Pressurized Heavy Water 
Reactor (PHWR) type nuclear power plant system 
is focused which is associated with reactor power 
control system known as Reactor Power Regulating 
System (RPRS) or simply Reactor Regulating 
System (RRS) [1].   

A robust H-Infinity controller has been 
designed for current PHWR in [2] which is also 
under consideration in this research. A state space 

based Model Predictive Controller (MPC) has 
been designed for reactor power control systems 
for a different Pressurized Water Reactor (PWR) 
type nuclear power generating station in [3]. A 
data driven composite MPC has been captured for 
current PHWR Reactor Power Controller (RPC) 
in [4]. A nonlinear higher order model of RRS of 
operating PHWR type nuclear power generating 
station has been developed in [5] and Linear 
Matrix Inequalities (LMI) based Fast Output 
Sampling (FOS) controller has been designed. 
The higher order dynamics of an Advanced Heavy 
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Water Reactor (AHWR) have been reduced using 
Balanced Truncation Method (BTM) under reactor 
transient conditions for controller design purposes 
in [6]. A Genetic Algorithm (GA) tuned Proportional 
Integral Derivative (PID) controller has been 
designed for reactor kinetics of PWR in [7]. A fuzzy 
PID controller has been identified for PWR in load 
following mode in [8]. A robust H-Infinity mixed 
sensitivity controller has been proposed for small 
PWR with parametric uncertainties in [9]. A robust 
Linear Quadratic Gaussian (LQG) controller has 
been synthesized for the PWR type nuclear power 
plant [10]. A Multi-Layer Perceptron compensated 
output feedback PD controller has been designed 
for Gas Cooled Reactor (GCR) in [11]. A neural 
network based MPC has been designed for Single 
Input Single Output (SISO) power converter in [12]. 
A reactor power change constrained based fuzzy 
logic controller has been designed for a nuclear 
research reactor in [13]. A fuzzy logic-based MPC 
controller has been designed for the reactor power 
control of the PWR type nuclear power plant [14]. 
A decentralized fuzzy MPC has been proposed for 
PWR with xenon dynamics in [15]. A MLP based 
model free MPC has been designed for nuclear 
steam supply system in [16]. 

In this research work, a new multi-objective 
optimized Single-Input Multi-Output (SIMO) 
Nonlinear Neural Network based Model Predictive 
Controller (NNMPC) SIMO-NNMPC is proposed 

for a Novel Full Higher Order Integrated SIMO 
Reactor Regulating System (NFHOI-SIMO-RRS) 
and Reduced Order SIMO RRS (RO-SIMO-RRS) 
models with special emphasis on Helium Control 
Valve Dynamics (HCVD) and Coupled Nonlinear 
Iodine and Xenon Dynamics (CNIXD). The 
proposed NNMPC is designed, for the first time, 
for PHWR type nuclear power generating station 
with substantially reduced online computational 
requirements as compared to conventional MPC 
techniques. The computational effort involved 
in the NNMPC training depends mainly on the 
artificial neural network complexity, and not on the 
length of the control horizon. This makes it feasible 
to design a controller with a longer control horizon.

2.   MATERIALS AND METHODS

2.1 Reactor Regulating System   

SReactor Regulating System (RRS) is designed to 
regulate the reactor power.  RRS is a fine reactivity 
control system using Helium Gas (HG) Control 
Valve (CV) as modulating element. In RRS, there 
are two power channels known as Regulating 
Channel-A and Regulating Channel-B respectively. 
Both channels act like redundant systems. There 
are two Helium Gas Control Valves (HGCV1 and 
HGCV2) installed between the upper and lower 
Calandria in PHWR type CANDU Nuclear Power 
Plant [1]. 
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known as AC132 controller. The reactor power is 
normalized and expressed in %. In this research paper, 
the plant operation is considered in Reactor Following 
Mode (RFM) also known as Neutron Power Mode (NP-
Mode). In RFM, there are four set points designated as 
moderator level set point (HSET), reactor power set 
point (PSET), logarithmic of reactor power set point 
(LG1SET) and rate of change of logarithmic of reactor 
power set point (LG2SET). Similarly, there are four 
corresponding measured variables designated as 
moderator level (H), reactor power (P), logarithmic of 
reactor power (LG1) and rate of change of logarithmic 
of reactor power (LG2). Therefore, four sub controllers 
will be considered for design and analysis, in detail, in 
subsequent sections. RPC is basically a conventional 
compensator technology implemented on 
Programmable Logic Controllers (PLCs) [1]. The 
closed loop architecture of existing RRS is shown in 
Fig.1.  
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minimized.

2.4.2 Stopping Criteria 

When training of NNMPC is accomplished 
with minimum error then this represents that the 
maximum number of iterations (epochs) reached. 
Minimum mean square error of the epoch is the 
square root of the sum of squared differences 
between the NNMPC predicted outputs and actual 
existing RPC outputs divided by the number of 
training samples of controller.

2.5  NewNonlinear Higher Order Dynamics of   	
SIMO RRS Model

2.5.1. Choice of Reference Model 

The reference model is adopted from an already 
conducted and established research [5] which 
is a Single Input and Multi-Output RRS model 
that includes Nuclear Reactor Dynamics (NRD) 
and Helium Control Valve Dynamics (HCVD) 
in electrical form for reactivity management 
for the current PHWR under consideration. The 
assumptions taken into account for higher order 
modelling as reference model are that six precursor 
groups are chosen, reactor power is only controlled 
by Helium control valves and moderator level is 
not entered in the band of reactor regulating control 
rods. This non-linear 15th order SIMO-RRS model 
is linearized and transformed into state equation 
model form as [5]: 

 where A 𝝐 Rn , B  𝝐 Rm and C 𝝐 Rp are the 
matrices of appropriate dimensions. 

2.5.2. Coupled Nonlinear Iodine and Xenon 	  	
           Dynamics

In a reactor power system, nuclear fission reactions 
take place. In nuclear reactions, fission fragments 
are produced and all fission products absorb 
neutrons to some extent, so are known as reactor 
poisons. Most fission product poisons simply build 
up slowly as the fuel burns up and are accounted 
for as a long-term reactivity. The neutron absorbing 
fission products Xenon-135 and Samarium-149 
have particular operational importance. Their 
concentrations can change quickly, produces major 
changes in neutron absorption on a relatively short 
time scale. Each arises from the decay of a precursor 
fission product, which controls their production 
rate, but, because they have large absorption 
cross-sections, their removal changes quickly with 
changes in thermal neutron flux ØT.

Xenon-135 (often simply referred to just as 
xenon) is the most important fission product poison. 
It has a very large absorption cross-section and high 
production rate. 

Xenon is a strong neutron absorber so its 
presence in the fuel creates a large negative 
reactivity in the core. The reactivity worth of the 
Xe-135 is known as the Xenon load. Therefore, the 
relationship between Xenon load and reactor power 
is inverse, as the Xenon load increases, the reactor 
power decreases.  Similarly, the iodine load is the 
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RRS (RO-SIMO-RRS) modelusing data driven 
technique. RO-SIMO-RRS model is developed after 
implementing dimension reduction technique on Full 
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The closed loop architecture of proposed RRS is shown 
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Where N1, N2 and Nu define the minimal and maximal 
prediction horizons of controlled output of RO-SIMO-
RRS and prediction horizon of controller signal. The 
  is the predicted NNMPC controller signal, yr is the 
desired response of RO-SIMO-RRS model and ym is the 
network model response of N-SIMO-RRS model. The 
ρ value determines the contribution of the sum of the 
squares of the control increments that has an impact on 
the performance index. 
 

Since, four sub controllers are configured for 
H, P, LG1 and LG2 separately in SISO form for 
HGCV1, therefore, four separate cost functions are 
defined against the same input L as:   
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The structure of neural MPC of reduced order plant 
model is shown in Fig. 2.  
 

 
 

Fig. 2. Structure of neural MPC of reduced order plant  
model. 

Similarly, cost functions are designed for 
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input, output and change in output for each sub 
controllers for HGCV1 and HGCV2. 

2.4 Nonlinear Neural MPC Optimization  

2.4.1 Backtracking Technique  
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controller cost function which is a function of step 
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direction. If the quadratic approximation based cost 
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approximation is used and minimized. 

 

2.4.2 Stopping Criteria  

When training of NNMPC is accomplished with 
minimum error then this represents that the maximum 
number of iterations (epochs) reached. Minimum mean 
square error of the epoch is the square root of the sum 
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of squared differences between the NNMPC predicted 
outputs and actual existing RPC outputs divided by the 
number of training samples of controller. 

2.5 NewNonlinear Higher Order Dynamics of SIMO 

RRS Model 

2.5.1. Choice of Reference Model  

The reference model is adopted from an already 
conducted and established research [5] which is a 
Single Input and Multi-Output RRS model that includes 
Nuclear Reactor Dynamics (NRD) and Helium Control 
Valve Dynamics (HCVD) in electrical form for 
reactivity management for the current PHWR under 
consideration. The assumptions taken into account for 
higher order modelling as reference model are that six 
precursor groups are chosen, reactor power is only 
controlled by Helium control valves and moderator 
level is not entered in the band of reactor regulating 
control rods. This non-linear 15th order SIMO-RRS 
model is linearized and transformed into state equation 
model form as [5]:  
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where A Rn , B  Rmand C  Rp are the matrices of 
appropriate dimensions.  

2.5.2. Coupled Nonlinear Iodine and Xenon 
Dynamics 

In a reactor power system, nuclear fission reactions 
take place. In nuclear reactions, fission fragments are 
produced and all fission products absorb neutrons to 
some extent, so are known as reactor poisons. Most 
fission product poisons simply build up slowly as the 
fuel burns up and are accounted for as a long-term 
reactivity. The neutron absorbing fission products 
Xenon-135 and Samarium-149 have particular 
operational importance. Their concentrations can 
change quickly, produces major changes in neutron 
absorption on a relatively short time scale. Each arises 
from the decay of a precursor fission product, which 
controls their production rate, but, because they have 

large absorption cross-sections, their removal changes 
quickly with changes in thermal neutron flux T. 

Xenon-135 (often simply referred to just as 
xenon) is the most important fission product poison. It 
has a very large absorption cross-section and high 
production rate.  

 
Xenon is a strong neutron absorber so its 

presence in the fuel creates a large negative reactivity 
in the core. The reactivity worth of the Xe-135 is 
known as the Xenon load. Therefore, the relationship 
between Xenon load and reactor power is inverse, as 
the Xenon load increases, the reactor power decreases.  
Similarly, the iodine load is the reactivity that it would 
insert into the reactor, if all the iodine present suddenly 
changes into xenon [1]. 
 

Iodine dynamics is represented by the following 
expression in PHWR [15]:  
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Where I is the concentration of I-135 (atoms/cm3),   is 
the effective yield of I-135 (atoms per fission), Ʃf is the 
thermal fission cross-section,   is the reactor neutron 
flux, λIis the decay constant for I-135, and σaIis the I-
135 absorption cross-section.  
 

Xenon dynamics is represented by the 
following expression in PHWR [15]:  
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Where X is the concentration of Xe-135, ɣ is the 
effective yield of Xe-135,   is the decay constant for 
Xe-135, and σaXis the absorption cross-section for Xe-
135.  
 

The thermal flux and reactor power are 
correlated by the following expression for an operating 
PHWR[1]:
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reactivity that it would insert into the reactor, if all 
the iodine present suddenly changes into xenon [1].
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2.5.3 Integrated  SIMO  RRS Model
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highly precise and state of the art. 
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of squared differences between the NNMPC predicted 
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model is linearized and transformed into state equation 
model form as [5]:  
 

)6()()()( tuBtxAtx 

)7()()( txCty 
where A Rn , B  Rmand C  Rp are the matrices of 
appropriate dimensions.  

2.5.2. Coupled Nonlinear Iodine and Xenon 
Dynamics 

In a reactor power system, nuclear fission reactions 
take place. In nuclear reactions, fission fragments are 
produced and all fission products absorb neutrons to 
some extent, so are known as reactor poisons. Most 
fission product poisons simply build up slowly as the 
fuel burns up and are accounted for as a long-term 
reactivity. The neutron absorbing fission products 
Xenon-135 and Samarium-149 have particular 
operational importance. Their concentrations can 
change quickly, produces major changes in neutron 
absorption on a relatively short time scale. Each arises 
from the decay of a precursor fission product, which 
controls their production rate, but, because they have 

large absorption cross-sections, their removal changes 
quickly with changes in thermal neutron flux T. 

Xenon-135 (often simply referred to just as 
xenon) is the most important fission product poison. It 
has a very large absorption cross-section and high 
production rate.  

 
Xenon is a strong neutron absorber so its 

presence in the fuel creates a large negative reactivity 
in the core. The reactivity worth of the Xe-135 is 
known as the Xenon load. Therefore, the relationship 
between Xenon load and reactor power is inverse, as 
the Xenon load increases, the reactor power decreases.  
Similarly, the iodine load is the reactivity that it would 
insert into the reactor, if all the iodine present suddenly 
changes into xenon [1]. 
 

Iodine dynamics is represented by the following 
expression in PHWR [15]:  

)8()( II
dt

tdI
aIITfI  

 

Where I is the concentration of I-135 (atoms/cm3),   is 
the effective yield of I-135 (atoms per fission), Ʃf is the 
thermal fission cross-section,   is the reactor neutron 
flux, λIis the decay constant for I-135, and σaIis the I-
135 absorption cross-section.  
 

Xenon dynamics is represented by the 
following expression in PHWR [15]:  

)9()( XXI
dt

tdX
TaXXITfX  

 

Where X is the concentration of Xe-135, ɣ is the 
effective yield of Xe-135,   is the decay constant for 
Xe-135, and σaXis the absorption cross-section for Xe-
135.  
 

The thermal flux and reactor power are 
correlated by the following expression for an operating 
PHWR[1]:

)10(1
sec.

1012.3
100

137(%) 10

V

watt
fissionsMWep

f

T






 

Malik et al 

of squared differences between the NNMPC predicted 
outputs and actual existing RPC outputs divided by the 
number of training samples of controller. 

2.5 NewNonlinear Higher Order Dynamics of SIMO 

RRS Model 

2.5.1. Choice of Reference Model  

The reference model is adopted from an already 
conducted and established research [5] which is a 
Single Input and Multi-Output RRS model that includes 
Nuclear Reactor Dynamics (NRD) and Helium Control 
Valve Dynamics (HCVD) in electrical form for 
reactivity management for the current PHWR under 
consideration. The assumptions taken into account for 
higher order modelling as reference model are that six 
precursor groups are chosen, reactor power is only 
controlled by Helium control valves and moderator 
level is not entered in the band of reactor regulating 
control rods. This non-linear 15th order SIMO-RRS 
model is linearized and transformed into state equation 
model form as [5]:  
 

)6()()()( tuBtxAtx 

)7()()( txCty 
where A Rn , B  Rmand C  Rp are the matrices of 
appropriate dimensions.  

2.5.2. Coupled Nonlinear Iodine and Xenon 
Dynamics 

In a reactor power system, nuclear fission reactions 
take place. In nuclear reactions, fission fragments are 
produced and all fission products absorb neutrons to 
some extent, so are known as reactor poisons. Most 
fission product poisons simply build up slowly as the 
fuel burns up and are accounted for as a long-term 
reactivity. The neutron absorbing fission products 
Xenon-135 and Samarium-149 have particular 
operational importance. Their concentrations can 
change quickly, produces major changes in neutron 
absorption on a relatively short time scale. Each arises 
from the decay of a precursor fission product, which 
controls their production rate, but, because they have 

large absorption cross-sections, their removal changes 
quickly with changes in thermal neutron flux T. 

Xenon-135 (often simply referred to just as 
xenon) is the most important fission product poison. It 
has a very large absorption cross-section and high 
production rate.  

 
Xenon is a strong neutron absorber so its 

presence in the fuel creates a large negative reactivity 
in the core. The reactivity worth of the Xe-135 is 
known as the Xenon load. Therefore, the relationship 
between Xenon load and reactor power is inverse, as 
the Xenon load increases, the reactor power decreases.  
Similarly, the iodine load is the reactivity that it would 
insert into the reactor, if all the iodine present suddenly 
changes into xenon [1]. 
 

Iodine dynamics is represented by the following 
expression in PHWR [15]:  

)8()( II
dt

tdI
aIITfI  

 

Where I is the concentration of I-135 (atoms/cm3),   is 
the effective yield of I-135 (atoms per fission), Ʃf is the 
thermal fission cross-section,   is the reactor neutron 
flux, λIis the decay constant for I-135, and σaIis the I-
135 absorption cross-section.  
 

Xenon dynamics is represented by the 
following expression in PHWR [15]:  

)9()( XXI
dt

tdX
TaXXITfX  

 

Where X is the concentration of Xe-135, ɣ is the 
effective yield of Xe-135,   is the decay constant for 
Xe-135, and σaXis the absorption cross-section for Xe-
135.  
 

The thermal flux and reactor power are 
correlated by the following expression for an operating 
PHWR[1]:

)10(1
sec.

1012.3
100

137(%) 10

V

watt
fissionsMWep

f

T






 

(8)

(9)

(10)

(11)

(12)

Nonlinear Neural Model Predictive Controller  

 

 5  
 

2.5.3. Integrated  SIMO  RRS Model 

The nonlinear poison model of 2nd order developed in 
this research work is then linearlized and integrated 
with alrealy developed linearlized 15th order SIMO 
RRS model. The new Higher Order Integrated SIMO-
RRS (HOI-SIMO-RRS) model is highly precise and 
state of the art.  

Now, the continuous time state space model of 
SIMO-RRS expressed equations (6) and (7) is 
appended with Xenon poison dynamics. The appended 
higher order model is then restructured for Helium 
Control Valve Dynamics (HCVD) and transformed into 
non-electrical form and finally represented in state 
space form as: 
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Where AAR Rr , BAR Rm and CAR Rp are the 
appended and restructured matrices of appropriate 
dimensions (r>n).  

The integrated appended dimensionality of 
input vectors for both control valves in the proposed 
design 17×1. 

The input vector, state vector and output vector 
of a PHWR model described in equations (6) and (7) 
are as follows: 
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where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 

2.5.4. Reduced Order SIMO RRS Model 

The 17th order SIMO RRS model is reduced by 
Balanced Truncation Method [6] and the Reduced 9th 
Order SIMO RRS (RO-SIMO-RRS) model is obtained 
from equations (11) and (12) based on optimal value of 
tolerance value of error bound for RO-SIMO-RRS 
model as:  
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where AR Rd, BR Rm and CR Rp are the matrices of 
appropriate dimensions (d<r ).  
The input vector, state vector and output vector of RO-
SIMO-RRS model described in equations (13) and (14) 
are as follows: 
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Where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 
The error bound for RO-SIMO-RRS model in 
frequency domain is defined as: 
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Where  is tolerance value. 

2.6.  Neural SIMO RRS Model 

2.6.1. Choice of Neural Inputs and Outputs 

Assuming for HGCV1, the dataset Di contains Q 
number of data patterns and di is an (nu+nt) dimensional 
vector containing nu number of inputs and nt number of 
outputs defined as: 
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and Xenon described in equations (8), (9) and (10) 
are modeled in Simulink environment in MATLAB 
as shown in Fig. 3. This model is very useful for 
long term dynamic studies of nuclear reactor 
dynamics. All the constants and parameters are 
properly modeled for dynamic analysis purposes. 
The impact of Xenon dynamics is considered and 
integrated with reference model [5].   

Basically, the Xenon dynamics is highly 
nonlinear in nature and helpful for power dynamics 
on large time-scale, especially in power transients. 
The power transient consists of reactor power 
maneuvering in either direction depending on the 
power demand changes. 

3.1  Estimation and Implementation of RO-		
       SIMO-RRS

The new 17th order SIMO-RRS (HOI-SIMO-
RRS) model is reduced using BTM in MATLAB 

Nonlinear Neural Model Predictive Controller  

 

 5  
 

2.5.3. Integrated  SIMO  RRS Model 

The nonlinear poison model of 2nd order developed in 
this research work is then linearlized and integrated 
with alrealy developed linearlized 15th order SIMO 
RRS model. The new Higher Order Integrated SIMO-
RRS (HOI-SIMO-RRS) model is highly precise and 
state of the art.  

Now, the continuous time state space model of 
SIMO-RRS expressed equations (6) and (7) is 
appended with Xenon poison dynamics. The appended 
higher order model is then restructured for Helium 
Control Valve Dynamics (HCVD) and transformed into 
non-electrical form and finally represented in state 
space form as: 

)11()()()( tuBtxAtx ARAR 
 

)12()()( txCty AR
 

Where AAR Rr , BAR Rm and CAR Rp are the 
appended and restructured matrices of appropriate 
dimensions (r>n).  

The integrated appended dimensionality of 
input vectors for both control valves in the proposed 
design 17×1. 

The input vector, state vector and output vector 
of a PHWR model described in equations (6) and (7) 
are as follows: 

Ltu )(  

 TIM XQLRGLCPtx  1212)(   

Where 

 TCCCCCCC 654321    

 TLGLGG 2112    

 TLLL 21    

 TI IXX    

   TT LGLGPHyyyyty 21)( 4321   

where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 

2.5.4. Reduced Order SIMO RRS Model 

The 17th order SIMO RRS model is reduced by 
Balanced Truncation Method [6] and the Reduced 9th 
Order SIMO RRS (RO-SIMO-RRS) model is obtained 
from equations (11) and (12) based on optimal value of 
tolerance value of error bound for RO-SIMO-RRS 
model as:  

)13()()()( tuBtxAtx RR 
 

)14()()( txCty R
 

where AR Rd, BR Rm and CR Rp are the matrices of 
appropriate dimensions (d<r ).  
The input vector, state vector and output vector of RO-
SIMO-RRS model described in equations (13) and (14) 
are as follows: 
 

Ltu )(  

 Txxxxxxxxxtx 987654321)(   

   TT LGLGPHyyyyty 21)( 4321   
Where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 
The error bound for RO-SIMO-RRS model in 
frequency domain is defined as: 

)15()()(   sGsG RRSSMOHOIRRSSMORO

Where  is tolerance value. 

2.6.  Neural SIMO RRS Model 

2.6.1. Choice of Neural Inputs and Outputs 

Assuming for HGCV1, the dataset Di contains Q 
number of data patterns and di is an (nu+nt) dimensional 
vector containing nu number of inputs and nt number of 
outputs defined as: 

Nonlinear Neural Model Predictive Controller  

 

 5  
 

2.5.3. Integrated  SIMO  RRS Model 

The nonlinear poison model of 2nd order developed in 
this research work is then linearlized and integrated 
with alrealy developed linearlized 15th order SIMO 
RRS model. The new Higher Order Integrated SIMO-
RRS (HOI-SIMO-RRS) model is highly precise and 
state of the art.  

Now, the continuous time state space model of 
SIMO-RRS expressed equations (6) and (7) is 
appended with Xenon poison dynamics. The appended 
higher order model is then restructured for Helium 
Control Valve Dynamics (HCVD) and transformed into 
non-electrical form and finally represented in state 
space form as: 

)11()()()( tuBtxAtx ARAR 
 

)12()()( txCty AR
 

Where AAR Rr , BAR Rm and CAR Rp are the 
appended and restructured matrices of appropriate 
dimensions (r>n).  

The integrated appended dimensionality of 
input vectors for both control valves in the proposed 
design 17×1. 

The input vector, state vector and output vector 
of a PHWR model described in equations (6) and (7) 
are as follows: 

Ltu )(  

 TIM XQLRGLCPtx  1212)(   

Where 

 TCCCCCCC 654321    

 TLGLGG 2112    

 TLLL 21    

 TI IXX    

   TT LGLGPHyyyyty 21)( 4321   

where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 

2.5.4. Reduced Order SIMO RRS Model 

The 17th order SIMO RRS model is reduced by 
Balanced Truncation Method [6] and the Reduced 9th 
Order SIMO RRS (RO-SIMO-RRS) model is obtained 
from equations (11) and (12) based on optimal value of 
tolerance value of error bound for RO-SIMO-RRS 
model as:  

)13()()()( tuBtxAtx RR 
 

)14()()( txCty R
 

where AR Rd, BR Rm and CR Rp are the matrices of 
appropriate dimensions (d<r ).  
The input vector, state vector and output vector of RO-
SIMO-RRS model described in equations (13) and (14) 
are as follows: 
 

Ltu )(  

 Txxxxxxxxxtx 987654321)(   

   TT LGLGPHyyyyty 21)( 4321   
Where H, P, LG1 and LG2 are moderator level, power, 
log power and rate log power respectively.  
 
The error bound for RO-SIMO-RRS model in 
frequency domain is defined as: 

)15()()(   sGsG RRSSMOHOIRRSSMORO

Where  is tolerance value. 

2.6.  Neural SIMO RRS Model 

2.6.1. Choice of Neural Inputs and Outputs 

Assuming for HGCV1, the dataset Di contains Q 
number of data patterns and di is an (nu+nt) dimensional 
vector containing nu number of inputs and nt number of 
outputs defined as: 

(15)

Malik et al 

},,,,{ 211 LGLGHPHGCVi ttttud   
 

 

Similarly, assuming for HGCV2, the dataset Dj 
contains number of data patterns and dj is an (nu+nt) 
dimensional vector containing nu number of inputs and 
nt number ofoutputs defined as: 
 

},,,,{ 212 LGLGHPHGCVj ttttud    

2.6.2. Optimization of  N-SIMO-RRS Model 

N-SIMO-RRS model is divided into four sub 
N-SISO-RRS models. N-SISO1-RRS, N-SISO2-RRS, 
N-SISO3-RRS and N-SISO4-RRS sub models are 
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Similarly, all rest of the MSEs can be defined for P, 
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discussed in detail in [5]. Now, in this research work, a 
new addition of coupled dynamics of Iodine and Xenon 
described in equations (8), (9) and (10) are modeled in 
Simulink environment in MATLAB as shown in Fig. 3. 
This model is very useful for long term dynamic studies 
of nuclear reactor dynamics. All the constants and 
parameters are properly modeled for dynamic analysis 
purposes. The impact of Xenon dynamics is considered 
and integrated with reference model [5].    

 Basically, the Xenon dynamics is highly 
nonlinear in nature and helpful for power dynamics on 
large time-scale, especially in power transients. The 
power transient consists of reactor power maneuvering 
in either direction depending on the power demand 
changes.  
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and a reduced 9th order RO-SIMO-RRS model is 
obtained as described in equations (13) and (14). 
The comparison of frequency responses of HOI-
SIMO-RRS and RO-SIMO-RRS models is shown 
in Fig. 4.

The error bound is computed using equation 
(15) and found 10-4, which shows a very good 
agreement. The RO-SIMO-RRS model is 
implemented in Simulink environment as shown in 
Fig. 5.

3.2  Estimation and Implementation of 		
       NNMPC-1 and NNMPC-2

The Configuration of redundant NNMPC-1 and 
NNMPC-2 interfaced with RO-SIMO RRS model 
is shown in Fig. 6.

This configuration is basically designed for 
Automatic / Manual (AUTO/MAN) operation of 
an operating PHWR type nuclear power plant. The 

advantage of proposed redundant controllers is 
that when the controlling controller is failed then 
tracking controller is configured as backup controller 
in a bump less manner. In this research work, MAN 
mode is selected for dynamic parametric studies 
embedded with four sub controllers in Neutron 
Power Reactor Control Mode (NP-Mode) [1]. NP-
mode is a mode before Steam Pressure Mode (SP-
Mode). 

An innovative dataset of 9000 samples is 
generated very sophisticatedly from RO-SIMO-
RRS model at a sample time TS = 0.16 second. 
5400 samples are used for training, 1800 for testing 
and 1800 for validation of N-SIMO-RRS model. 
All the training, testing and validation of N-SIMO-
RRS model are carried out in MATLAB Simulink 
environment. All the design parameters of N-SIMO-
RRS model are estimated using methodology 
discussed in section 2.3 and are tabulated in Table 
1. 
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Similarly, all rest of the MSEs can be defined for P, 
LG1 and LG2. 
 

The structure of N-SIMO-RRS model for training, 
testing and evaluation is shown in Fig. 2. 
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The new 17th order SIMO-RRS (HOI-SIMO-RRS) 
model is reduced using BTM in MATLAB and a 
reduced 9th order RO-SIMO-RRS model is obtained as 
described in equations (13) and (14). The comparison 
of frequency responses of HOI-SIMO-RRS and RO-
SIMO-RRS models is shown in Fig. 4. 
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Four sub controllers NNMPC11, NNMPC12, 
NNMPC13 and NNMPC14 are configured in 
distributed parallel computing framework in 
Simulink environment using equations (2) to (5). 
The parameters of designed sub controller of 
NNMPC11 for moderator levelare tabulated in 
Table (2) for reference purposes.

Similarly, the design parameters of rest of 
three sub controllers NNMPC12, NNMPC13 and 
NNMPC14 for HGCV1and four sub controllers 
NNMPC21, NNMPC22, NNMPC23 and 
NNMPC24 HGCV2are evaluated in NP-mode.    
3.3  Closed Loop Simulation Scenarios for 	   	
        Validation of Proposed NNMPC

Two case studies are considered in this research 
work that shall be discussed in the subsequent 
sections. 

3.3.1 Rule based Reactor Power Rising Scenario 	
         from 0% to 75%  

In this first case study, reactor power rising 
transient is considered with RO-SIMO-RRS model 

and NNMPC. The reactor power is increased from 
0% to 75% as per procedure as laid down in [1]. 
This procedure is known as rule based transient in 
engineering language. The rule base scenario is a 
predefined combination of steps, ramps, checks, 
permissives and interlocks. The behaviour of 
Helium control valve controller and corresponding 
changes in moderator level, reactor power, 
logarithmic reactor power and rate of logarithmic 
reactor power are simulated and analyzed as shown 
in Fig.7 to Fig. 11 respectively.

All the parametric behavior is well controlled 
and well within the design constraints imposed on 
closed loop RRS [1, 5]. The Helium control valve 
signal is observed highly nonlinear in nature and 
remained within 100% throughout the power rising 
transient. The moderator level rises from 35 inches 
to 175 inches which is well within 190 inches 
control limit. The reactor power increases from 
0% to 75% without any overshoot which is one 
of most important design basis of RRS[1, 5].The 
logarithmic reactor power is quite well because rate 
oflogarithmic reactor power is within 4%RP/sec 
design limit. 
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3.3.2 Reactor Power Rising Scenario from 0% to 	
         50% in Reference Tracking Mode

In this second case study, reactor power rising 
transient is considered with HOI-SIMO-RRS 
model and NNMPC in reference tracking mode. In 
this mode, plant is to follow the reference command 
signal which is implemented as per plant design 
procedure. Such design studies are carried with 
any of the redundant channel that replicates the 
actual plant operating configuration. The proposed 
NNMPC is configured with HOI-SIMO-RRS 
model as shown in Fig. 12.

The reactor power is increased from 0% to 
50% in reference tracking mode in NP-mode. 
This procedure is known as ramp transient in 
engineering language. The behavior of HOI-
SIMO-RRS model with special emphasis on Xenon 

dynamics, the behavior of Iodine concentration, 
Xenon concentration, moderator level as a result 
of Helium control valve controller signal variation 
and corresponding changes in reactor power are 
simulated and compared with reference signal as 
patent ramp transient as shown in Fig. 13 to Fig. 
16 respectively.All the parametric behavior is well 
controlled and well within the design constraints 
imposed on closed loop RRS in reference tracking 
mode in a reactor following transient.

There is no overshoot observed in any of the 
parameter. Moderator level and reactor power as 
key parameters of interest are observed smooth 
andfast with leading dynamics and reached the 
target moderator level of 175 inches and reactor 
power of 50%. The moderator level is found within 
design limits even with Xenon load. Hence, the 
proposed closed loop SIMO-RRS is sufficiently 
stable and found robust in reference tracking mode.  
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Fig. 14. Variation of Xenon concentration in reference 

tracking mode. 

 
Fig. 15. Performance of proposed closed loop RRS 
moderator level in reference tracking mode.  

 

Fig. 16. Performance of proposed closed loop RRS  
reactor power in reference tracking mode. 

 
There is no overshoot observed in any of the 

parameter. Moderator level and reactor power as key 
parameters of interest are observed smooth andfast with 

leading dynamics and reached the target moderator 
level of 175 inches and reactor power of 50%. The 
moderator level is found within design limits even with 
Xenon load. Hence, the proposed closed loop SIMO-
RRS is sufficiently stable and found robust in reference 
tracking mode.    

 
4. CONCLUSIONS 

 
In this research work, a new nonlinear neural model 
predictive controller has been designed as new 
innovative replacement of conventional compensator of 
RRS. The performance of NNMPC has been tested and 
evaluated with RO-SMO-RRS model under rule based 
reactor power transient and with HOI-SIMO-RRS 
model under reference tracking mode and found 
smooth, faster and robust in closed loop configuration. 
All the parametric trends prove that the proposed 
closed loop SIMO-RRS model with NNMPC is 
realistic and within design bounds. 
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4.   CONCLUSIONS 

In this research work, a new nonlinear neural 
model predictive controller has been designed 
as new innovative replacement of conventional 
compensator of RRS. The performance of NNMPC 
has been tested and evaluated with RO-SMO-RRS 
model under rule based reactor power transient 
and with HOI-SIMO-RRS model under reference 
tracking mode and found smooth, faster and robust 
in closed loop configuration. All the parametric 
trends prove that the proposed closed loop SIMO-
RRS model with NNMPC is realistic and within 
design bounds.
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Abstract: Computer programming is the heart of computer science and thereby an important skill of the students. 
However, comprehending programming is extremely hard and introductory courses on programming are notorious to 
cause issues and challenges for learners, which affect their motivation and consequently cause high dropouts and low 
retention. This paper introduced CS0 as a precursor programming course to teach beginners, the fundamental notions 
of programming before the first course on programming. The proposed CS0 is grounded on two-phase learning strategy 
and equipped with a collaboration strategy. The results of the initial evaluation of proposed course are reasonably 
encouraging to motivate and prepare the novices for the first course on programming. The statistical significance of 
a proposed course is observed in improving the academic outcomes of novices in a first programming course. The 
normality of data was checked using the Kolmogorov-Smirnov and Shapiro-Wilk tests. The findings were analyzed 
with one-way ANOVA test and Kruskal–Wallis H test, indicating that the suggested course is statistically significant 
in enhancing the academic achievements of beginners in their first programming course.

Keywords: Programming, introductory programming, pair programming, CS0, motivation.

1.	 INTRODUCTION

MComputer Programming is one of the important 
abilities of computer science students [1, 2]. 
However, comprehending programming is 
extremely difficult for novice students [3,4], and 
therefore introductory courses on programming 
are generally very difficult. Appropriate problem-
solving skills are necessary for programming 
[5], but the syntax and denotations of computer 
languages are mostly hard for novices [6]. It is 
commonly believed that complicated syntax, the 
span of time to construct a computer program 
and isolation during coding and learning are the 
prime factors for the sophistication to learn and 
understand the programming [7]. In [8], it is opined 
that the inherent difficulty of the programming and 
a lack of motivation in novices are the core reasons 
of their failure.

The first course on computer programming is 

usually called a CS1 [9]. The first programming 
language is immensely important for students since 
it forms the tone for all the successive classes of 
computer education [10].  However, the requirement 
of problem-solving abilities, complicated syntax, 
strange semantic and dense logic disturbs students’ 
learning curve in a first course on programming [11]. 
These actualities have caused novice students to 
scare from programming and form wrong judgment 
regarding their education in programming [12].

An initial disappointment of learning 
fundamental concepts affects the confidence and 
increase dropout of students in CS1. Educators and 
mentors are being asked to determine the beneficial 
intermingle of technology and pedagogy to aid 
students in CS1 [13]. Different studies are organized 
to control these problems yet the failure rates and 
dropout in introductory courses on programming 
are still very high [8, 14, 15, 16, 17].
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Several studies have attempted to analyze 
and determine the aspects that predict success 
of students in a first course on programming. In 
[18], it is argued that the performance of students 
is strongly affected by their learning strategy. 
Motivation is extremely important for successful 
instruction [19]. Settle et al. [14], identified the 
positive correlation between the motivation and 
success to learn the programming.

Anderson et al. [20] described that learning 
in programming is affected by students’ low 
motivation. Likwise, Nikula et al. [21] argued that 
lack of motivation increased the failure rates in a 
first programming course.  Similarly, it is widely 
believed and reported that prior experience of 
programming strongly affects students’ outcome in 
the introductory courses of programming [22].

 
The rest article is organized as follows. Related 

work is presented in the next section. Section 3 
described the research approach and methods. 
Section 4 includes the evaluation and discussed the 
initial results. Finally, the conclusion is described 
in section 5.

2.   RELATED WORK

Several programming environments and approaches 
have been introduced to control the difficulties of 
introductory programming. 

Visual programming language is a 
programming language that helps students in 
learning programming concepts by allowing figures 
and graphical objects to write the programs [23]. 
These languages allow the drag-and-drop features 
to develop a program. Scratch is a language 
developed to teach programming to novice students. 
It supports to develop interactive stories, computer 
animation, interactive stories, and other multimedia 
projects. Blockly is a client-side library developed 
by Google for JavaScript. It eases the programming 
by supporting drag-and-drop of components to 
develop the programs. Sub-clauses of instructions 
and placeholders for identifiers are supported in 
Blockly [24]. With Blockly novices concentrating 
on algorithm semantics and relaxed from the rigid 
syntax of a language. 

Seraj et al [25], compared and analysed the 

impact of Scratch and Blockly in increasing the 
programming capabilities of students. The study 
reported the significance of Scratch over the Blockly. 
However, Blockly is found useful in increasing the 
interest of students in future programming. 

Alice is a programming language for 
educational purpose. It follows an object-oriented 
style of programming and developed by Carnegie 
Mellon University. Alice supports beginners in 
learning elementary concepts like variables, arrays, 
objects & classes, and recursionbeginners in 
elementary concepts like variables, arrays, objects 
& classes, recursion, and inheritance. In [26], the 
four-component instructional model and Alice 
are proposed for initial programming learning 
and results suggested that the use of Alice in 
programming learning has the positive effects. 

The transition from visual to textual 
languages is another main concern of introductory 
programming [27]. In a landmark study [28], Alice 
is critically analysed. The study described that drag 
and drop feature in Alice separates the learning of 
syntax from comprehending the semantics. It is 
also identified that Alice rises the confidence, but 
this confidence vanished when students shifted 
from Alice to the traditional text-based languages. 
It is widely believed that visual tools help novice 
students in the initial stages, but these tools should 
not be assumed as a universal panacea [29].	

Bakar et al. [30], proposed a VJava module 
which includes submodules comprised of 
multiple sections that cover the elementary areas 
of programming. MJava library is included in a 
module that permits the computer programs to 
construct visual outputs. The contents, design and 
usability aspects of VJava are corroborated with the 
experts’ validation process.

In [31], the impacts of exercises-only 
approach with lectures combined with exercises 
in introductory programming was compared. The 
study reported that both methodologies are fruitful 
in introductory programming, but the exercise-
only approach is more effective than the other 
approach. The study also identified that prior 
programming knowledge and grade expectation are 
important antecedents of learning performance in 
programming. 

60	 Naveed et al



Malik et al. [32], developed an application 
called PROBSOL to increase the skills of beginners 
in the introductory courses of programming.  
PROBSOL is centered on pseudo code techniques 
and supports web application and mobile app which 
is available from Google store. The application 
of PROBSOL showed that their use promotes 
students’ engagement, logic and problem solving 
skills. However, the mobile based framework is 
recommended by novices over the web based 
dialect. 

The CS0 is a doable methodology to prepare 
the novices for the introductory courses in 
programming. The CS0 courses provide a system 
for novices to get a background which is essential 
for CS1 [33]. The CS0 course is offered as a pre-
programming course with no explicit prerequisites. 
The majority of CS0 courses use programming tools 
to introduce the novice students to the introductory 
concepts of computer programming. 

In [34], a CS0 course for students has 
introduced. The course embraces GameMaker and 
C# to introduce programming and covers elementary 
topics like sequences, operators, conditions, loops, 
arrays and functions. The prime goal was to attract 
the students and provide them with an elementary 
knowledge of computer programming. The views 
received from learners reported that pedagogy is 
helpful to prepare students for real programming.

Dyne and Braun [35] define and evaluated 
a course that supports methods and techniques 
for resolving problems and critical reasoning  to 
aid beginners with the essentials required for 
successfully completing CS1. The preliminary 
results of inducting the course are very reasonable 
in improving students’ academic outcomes. 

Uludag proposed a course that used web 
application development environment, Lego 
Mindstorms with block-based language and aimed 
to support the students in programming courses 
and initially found very effective in learning the 
introductory programming [36].  

Haungs et al. [37] introduced a CS0 course 
that covers multiple tracks that students can select 
(for example, gaming, mobile apps and music, 

robotics). This allows the beginners to comprehend 
the fundamental of programming and teamwork. 

Gudmundsen et al. [38], introduced a CS0 
course for introductory programming. The course 
covers Visual Logic in first stage and then switched 
to Python. The initial results are reasonably 
encouraging in increasing the performance and 
commitment of students. 

Naveed and Sarim [39] defined an algorithmic 
style programming language and introduced 
before the CS1 to illuminate the beginners about 
the fundamental concepts of novice programming. 
The language is very similar to natural language 
based algorithmic description. It also supports 
the generation of equivalent source programs in 
Python, Java, C++ and C from the input source 
program. The initial application of LPL is very 
encouraging in increasing students’ performance 
and retention rate.

Dawson et al. [40], developed a CS0.5 course 
to improve students’ attitude, satisfaction and 
achievement in CS1. The course was offered as 
a unified and reduced-face interval course. The 
students’ were assigned pre-class work comprising 
of reading material and problem solving using 
new notions. Students’ feedback revealed that the 
designed course successfully improved students’ 
outcomes. Similarly, Wood et al. [41] conducted a 
very comprehensive study by comparing different 
pedagogical approaches of precursor courses and 
reported that CS0 has a productive impact on 
students’ attitudes and performance.
 
3.   DESIGN AND METHODS 

The novice students without some previous 
understanding of programming need to equipped 
with methods to resolve the problem and employ 
a computer programming language as a framework 
to attempt the problem concurrently [42]. These 
manifold preconditions naturally increase the 
cognitive load [43] and for that reason, the first 
course on programming frequently necessities to 
introduce platform for novice students.

In this research, a CS0 course for novice 
students of CS1 has proposed and its effectiveness is 
investigated as it is widely accepted that CS0 course 
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is a crucial element of education [44]. Principally, 
the proposed CS0 does not refute the prevailing 
precursor courses, but solely mingle their coherent 
elements in an innovative fashion. The central aim 
of the proposed course is to support novice students 
by providing prior knowledge of programming and 
improve their academic outcomes in a first course on 
programming. The proposed CS0 is based on two-
phase learning and equipped with a collaboration 
strategy. In two-phase learning the fundamentals 
of programming are introduced to students in two 
stages.

In the first phase of the proposed course, the 
novices are introduced to elementary theories of 
foundational programming without compelling 
them to concentrate on the rigid structure of 
languages because adjourning actual in introductory 
level would provide fair learning opportunity to 
students [45]. This phase merely presents the plain 
concepts of novice programming. So in the first 
phase, the fundamental concepts of programming 
are introduced through the visual language which is 
unanimously recognized as a feasible approach to 
engage and support the students. 

The visual language offered in the first phase of 
a proposed CS0 presents the basics of programming 
by representing the difficult theories with graphical 
support and fostering their enthusiasm but presenting 
no actual familiarity with concrete programming. 
Klassen [46] defined that graphical language like 
Alice in CS0 is not enough to prepare the students 
for CS1. So CS0 must involve actual programming 
and should follow a meticulous approach. 

The second phase of proposed CS0 presents the 
elementary concepts with a text-oriented language. 
The text-based platform is recognized as an 
operational podium for novice students to explicitly 
deal with actual computer programming [47]. In 
[48], it is identified that the algorithmic approach 
is desirable to foundational programming. So, the 
second phase is designed to cover the programming 
with easy, clear and self-explanatory statements 
like in Python. 

Students commonly encounter nervousness 
while learning programming; so in a proposed 
CS0, the novices are persuaded to work in a pair 
as it is positive for students and may increase their 

academic outcomes. Pair programming has been 
found very effective in introductory programming 
courses [49, 50] and in other academic courses [51]. 

The extensive examination of the literature 
revealed that several ways have been introduced 
to address the difficulties of introductory 
programming. Table 1 compares some of the most 
notable methods for introductory programming 
courses.

Several solutions have been suggested to 
overcome the challenges of beginning programming, 
according to the discussion in Table 1. Each 
method provided is focused on a certain domain 
and programming language. The significance of 
beginning programming cannot be overlooked, as 
it is a requirement for pursuing higher level courses 
[59].

4.   RESULTS

In order to ascertain the actual effectiveness of 
proposed CS0 course a small study is conducted. 
The study analyzed the impact of using the two-
phase CS0 course in improving the academic 
achievement of novices in the first course on 
programming. 

During the study 148 students have participated 
which are randomly clustered into four groups. 
To the first group, no CS0 course is offered before 
offering the first course on programming. Python is 
introduced as a CS0 to a second group, Blockly is 
offered to a third group, whereas the proposed CS0 
is offered to the fourth group of a study. Blockly 
is used in the first phase, Blockly is a visual block 
language that enables the rapid creation of programs. 
In introductory programming environments, block-
based programming has proven popular for teaching 
programming to young students. Blockly has 
been recognized as a valuable tool for improving 
students’ coding skills and changing their attitudes 
about programming. Python is used in the second 
phase of a proposed CS0 course

The study was performed on the undergraduate 
students of computer science in 2018 and the 
subjects voluntarily contributed in the study. All 
the learners declare that they have no previous 
acquaintance of actual programming. 
Later, a course on programming is offered as a CS1 
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Table 1. Comparison of Programming Environments & Approaches 
Sr. 
No. 

Environment + 
Approaches 

Merits & Demerits 

1 Visual Languages A visual programming language is one that allows to create programs using 
graphical elements and images. Visual languages increased learners' knowledge of 
basic programming principles while also increasing their self-efficacy [52,53]. In 
visual languages the learners are relieved from the burden of difficult syntax. 
When a learner transitions from a visual language to a real language with intricate 
syntax, their experience with visual languages frequently diminishes. 

2 Learners 
Programming 
Language 

The complexity of programming languages is exacerbated by the complicated and 
peculiar syntax of programming languages. A simple syntax-based programming 
language has been introduced that supports algorithmic type constructs for 
program development. The majority of them are still in the early stages of 
development and are only helpful in learning a limited number of programming 
languages [39]. 

3 Blended Learning Blended learning is a form of teaching that blends conventional place-based 
classroom methods with online educational materials and chances for online 
participation. Several studies have sought to use blended skills to develop their 
students' performance in beginning programming courses [54]. Although the 
technique has proven to be quite efficient, it does necessitate regular hardware 
support for utilizing online teaching content, which is almost impossible in every 
educational system. 

4 Didactic Strategies  To make programming easier for novices, several didactic strategies are 
introduced. The strategies often included approaches and techniques such as 
preceding courses, use of doodles, and pair programming [55]. These tactics are 
usually developed for a specific sort of programming course and a specific group 
of students or learning environment. 

5 Intelligent Tutoring 
System 

Intelligent tutoring is a smart learning method designed to improve student scores, 
pass rates, and teacher efficiency. Over multiple academic years, a set of 
technology-based instructional practices was adopted in an introductory 
programming course, and the data demonstrate that the grade distributions have 
significantly improved [56]. However, most of the experimental studies on 
intelligent tutoring systems are conducted on a small number of subjects. It is 
widely observed that supplemental assistance in intelligent tutoring simply 
increases learners' cognitive load. 

6 Descriptive Errors 
Presentation 

The difficulty of debugging source programs has an impact on a novice's ability to 
learn programming. In development environments, descriptive error messages are 
used to make debugging easier. However, it was discovered that the simplicity of 
error messages has a significant impact on debugging score, but there is no 
association between debugging and programming scores [57]. 

7 Gamification  Different studies have demonstrated the educational benefits of digital gaming. 
The adaptation of game characteristics to non-game environments is referred to as 
gamification. Various studies have demonstrated that when used correctly, 
gamification may establish a learning environment and lead to significant 
improvements in students' interest in programming. However, according to a 
study on the impact of gamification on programming, gamification does not 
improve students' performance while increase their engagement [58]. 

Several solutions have been suggested to overcome 
the challenges of beginning programming, according to 
the discussion in Table 1. Each method provided is 
focused on a certain domain and programming language. 
The significance of beginning programming cannot be 
overlooked, as it is a requirement for pursuing higher 
level courses [59]. 

 

4. RESULTS  

In order to ascertain the actual effectiveness of 
proposed CS0 course a small study is conducted. The 
study analyzed the impact of using the two-phase CS0 
course in improving the academic achievement of 
novices in the first course on programming.  

by a same team of instructors to all the groups of 
study and C language is covered during the course. 
In all groups the same teaching methodology, 
material and programming environments are 
followed. 

After the completion of CS1 all subjects are 
internally evaluated and results are shown in Table 

2.

High mean marks are observed in the fourth 
group (pass rate = 61%), followed by a third group 
(pass rate = 49%), third second group (pass rate= 
41%) and first group (pass rate= 36%), respectively. 
The mean score of each group in a study can be 
analyzed with a mean plot shown in Fig. 1.
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The mean plot shown in Fig. 1 illustrates how 
the mean of score varies across different groups 
in a study and the least mean score is observed in 
the first group and the highest mean score in the 
fourth group. Fig. 2 shows the boxplot of the marks 
obtained by the groups involved in the study.

The median, minimum and maximum marks 
illustrated in the box plot declare the fourth group as 
highest and the first group being the last in securing 
the marks in the first programming course and the 
second and third groups’ lies among them. 

For further analysis, the normality tests were 
conducted on the score of students and results are 
shown in Table 3.  

Kolmogorov-Smirnov test indicates that the 
mark secured by all groups of study follows a 
normal distribution. Similarly, the Shapiro-Wilk 
test shows that secured scores of all the involved 
groups in a study follows a normal distribution. 

For better illustration a normal probability (Q-
Q) plot of the marks is shown Fig. 3 and depicted 
the distribution of data against the expected normal 
distribution.

Naveed et al 

During the study 148 students have participated which 
are randomly clustered into four groups. To the first 
group, no CS0 course is offered before offering the first 
course on programming. Python is introduced as a CS0 
to a second group, Blockly is offered to a third group, 
whereas the proposed CS0 is offered to the fourth 
group of a study. Blockly is used in the first phase, 
Blockly is a visual block language that enables the 
rapid creation of programs. In introductory 
programming environments, block-based programming 
has proven popular for teaching programming to young 
students. Blockly has been recognized as a valuable 
tool for improving students' coding skills and changing 
their attitudes about programming. Python is used in 
the second phase of a proposed CS0 course 

The study was performed on the undergraduate 
students of computer science in 2018 and the subjects 
voluntarily contributed in the study. All the learners 
declare that they have no previous acquaintance of 
actual programming.  

Later, a course on programming is offered as a CS1 
by a same team of instructors to all the groups of study 
and C language is covered during the course. In all 
groups the same teaching methodology, material and 
programming environments are followed.  

After the completion of CS1 all subjects are 
internally evaluated and results are shown in Table 2. 

 

 

Table 2. Score of students in CS1 

Groups Mean Std. 
Deviation  

Std. 
Error  Min Max 

1 42.24 20.55 3.38 6 82 

2 47.11 21.29 3.50 9 88 

3 50.95 20.76 3.41 8 90 

4 60.89 20.62 3.39 17 94 

 

High mean marks are observed in the fourth group 
(pass rate = 61%), followed by a third group (pass rate 
= 49%), third second group (pass rate= 41%) and first 
group (pass rate= 36%), respectively. The mean score 
of each group in a study can be analyzed with a mean 
plot shown in Fig. 1. 
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Table 3. Normality test on the score of students in CS1 

Groups 

Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

1 0.090 37 .200 0.974 37 0.542 

2 0.126 37 0.143 0.954 37 0.127 

3 0.108 37 .200 0.975 37 0.573 

4 0.138 37 0.071 0.954 37 0.125 

Fig 1.  Mean plot of marks  

Fig 2. Box plot of marks 

Naveed et al 

During the study 148 students have participated which 
are randomly clustered into four groups. To the first 
group, no CS0 course is offered before offering the first 
course on programming. Python is introduced as a CS0 
to a second group, Blockly is offered to a third group, 
whereas the proposed CS0 is offered to the fourth 
group of a study. Blockly is used in the first phase, 
Blockly is a visual block language that enables the 
rapid creation of programs. In introductory 
programming environments, block-based programming 
has proven popular for teaching programming to young 
students. Blockly has been recognized as a valuable 
tool for improving students' coding skills and changing 
their attitudes about programming. Python is used in 
the second phase of a proposed CS0 course 

The study was performed on the undergraduate 
students of computer science in 2018 and the subjects 
voluntarily contributed in the study. All the learners 
declare that they have no previous acquaintance of 
actual programming.  

Later, a course on programming is offered as a CS1 
by a same team of instructors to all the groups of study 
and C language is covered during the course. In all 
groups the same teaching methodology, material and 
programming environments are followed.  

After the completion of CS1 all subjects are 
internally evaluated and results are shown in Table 2. 

 

 

Table 2. Score of students in CS1 

Groups Mean Std. 
Deviation  

Std. 
Error  Min Max 

1 42.24 20.55 3.38 6 82 

2 47.11 21.29 3.50 9 88 

3 50.95 20.76 3.41 8 90 

4 60.89 20.62 3.39 17 94 

 

High mean marks are observed in the fourth group 
(pass rate = 61%), followed by a third group (pass rate 
= 49%), third second group (pass rate= 41%) and first 
group (pass rate= 36%), respectively. The mean score 
of each group in a study can be analyzed with a mean 
plot shown in Fig. 1. 

 
 

The mean plot shown in Fig. 1 illustrates how the 
mean of score varies across different groups in a study 
and the least mean score is observed in the first group 
and the highest mean score in the fourth group. Fig. 2 
shows the boxplot of the marks obtained by the groups 
involved in the study. 

 
 

The median, minimum and maximum marks 
illustrated in the box plot declare the fourth group as 
highest and the first group being the last in securing the 
marks in the first programming course and the second 
and third groups’ lies among them.  

For further analysis, the normality tests were 
conducted on the score of students and results are 
shown in Table 3.   

Table 3. Normality test on the score of students in CS1 

Groups 

Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

1 0.090 37 .200 0.974 37 0.542 

2 0.126 37 0.143 0.954 37 0.127 

3 0.108 37 .200 0.975 37 0.573 

4 0.138 37 0.071 0.954 37 0.125 

Fig 1.  Mean plot of marks  

Fig 2. Box plot of marks 

Naveed et al 

During the study 148 students have participated which 
are randomly clustered into four groups. To the first 
group, no CS0 course is offered before offering the first 
course on programming. Python is introduced as a CS0 
to a second group, Blockly is offered to a third group, 
whereas the proposed CS0 is offered to the fourth 
group of a study. Blockly is used in the first phase, 
Blockly is a visual block language that enables the 
rapid creation of programs. In introductory 
programming environments, block-based programming 
has proven popular for teaching programming to young 
students. Blockly has been recognized as a valuable 
tool for improving students' coding skills and changing 
their attitudes about programming. Python is used in 
the second phase of a proposed CS0 course 

The study was performed on the undergraduate 
students of computer science in 2018 and the subjects 
voluntarily contributed in the study. All the learners 
declare that they have no previous acquaintance of 
actual programming.  

Later, a course on programming is offered as a CS1 
by a same team of instructors to all the groups of study 
and C language is covered during the course. In all 
groups the same teaching methodology, material and 
programming environments are followed.  

After the completion of CS1 all subjects are 
internally evaluated and results are shown in Table 2. 

 

 

Table 2. Score of students in CS1 

Groups Mean Std. 
Deviation  

Std. 
Error  Min Max 

1 42.24 20.55 3.38 6 82 

2 47.11 21.29 3.50 9 88 

3 50.95 20.76 3.41 8 90 

4 60.89 20.62 3.39 17 94 

 

High mean marks are observed in the fourth group 
(pass rate = 61%), followed by a third group (pass rate 
= 49%), third second group (pass rate= 41%) and first 
group (pass rate= 36%), respectively. The mean score 
of each group in a study can be analyzed with a mean 
plot shown in Fig. 1. 

 
 

The mean plot shown in Fig. 1 illustrates how the 
mean of score varies across different groups in a study 
and the least mean score is observed in the first group 
and the highest mean score in the fourth group. Fig. 2 
shows the boxplot of the marks obtained by the groups 
involved in the study. 

 
 

The median, minimum and maximum marks 
illustrated in the box plot declare the fourth group as 
highest and the first group being the last in securing the 
marks in the first programming course and the second 
and third groups’ lies among them.  

For further analysis, the normality tests were 
conducted on the score of students and results are 
shown in Table 3.   

Table 3. Normality test on the score of students in CS1 

Groups 

Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

1 0.090 37 .200 0.974 37 0.542 

2 0.126 37 0.143 0.954 37 0.127 

3 0.108 37 .200 0.975 37 0.573 

4 0.138 37 0.071 0.954 37 0.125 

Fig 1.  Mean plot of marks  

Fig 2. Box plot of marks 

Naveed et al 

During the study 148 students have participated which 
are randomly clustered into four groups. To the first 
group, no CS0 course is offered before offering the first 
course on programming. Python is introduced as a CS0 
to a second group, Blockly is offered to a third group, 
whereas the proposed CS0 is offered to the fourth 
group of a study. Blockly is used in the first phase, 
Blockly is a visual block language that enables the 
rapid creation of programs. In introductory 
programming environments, block-based programming 
has proven popular for teaching programming to young 
students. Blockly has been recognized as a valuable 
tool for improving students' coding skills and changing 
their attitudes about programming. Python is used in 
the second phase of a proposed CS0 course 

The study was performed on the undergraduate 
students of computer science in 2018 and the subjects 
voluntarily contributed in the study. All the learners 
declare that they have no previous acquaintance of 
actual programming.  

Later, a course on programming is offered as a CS1 
by a same team of instructors to all the groups of study 
and C language is covered during the course. In all 
groups the same teaching methodology, material and 
programming environments are followed.  

After the completion of CS1 all subjects are 
internally evaluated and results are shown in Table 2. 

 

 

Table 2. Score of students in CS1 

Groups Mean Std. 
Deviation  

Std. 
Error  Min Max 

1 42.24 20.55 3.38 6 82 

2 47.11 21.29 3.50 9 88 

3 50.95 20.76 3.41 8 90 

4 60.89 20.62 3.39 17 94 

 

High mean marks are observed in the fourth group 
(pass rate = 61%), followed by a third group (pass rate 
= 49%), third second group (pass rate= 41%) and first 
group (pass rate= 36%), respectively. The mean score 
of each group in a study can be analyzed with a mean 
plot shown in Fig. 1. 

 
 

The mean plot shown in Fig. 1 illustrates how the 
mean of score varies across different groups in a study 
and the least mean score is observed in the first group 
and the highest mean score in the fourth group. Fig. 2 
shows the boxplot of the marks obtained by the groups 
involved in the study. 

 
 

The median, minimum and maximum marks 
illustrated in the box plot declare the fourth group as 
highest and the first group being the last in securing the 
marks in the first programming course and the second 
and third groups’ lies among them.  

For further analysis, the normality tests were 
conducted on the score of students and results are 
shown in Table 3.   

Table 3. Normality test on the score of students in CS1 

Groups 

Kolmogorov-Smirnov Shapiro-Wilk 

Statistic df Sig. Statistic df Sig. 

1 0.090 37 .200 0.974 37 0.542 

2 0.126 37 0.143 0.954 37 0.127 

3 0.108 37 .200 0.975 37 0.573 

4 0.138 37 0.071 0.954 37 0.125 

Fig 1.  Mean plot of marks  

Fig 2. Box plot of marks 

64	 Naveed et al



CS0 for CS1 

 7  
 

 

Kolmogorov-Smirnov test indicates that the mark 
secured by all groups of study follows a normal 
distribution. Similarly, the Shapiro-Wilk test shows that 
secured scores of all the involved groups in a study 
follows a normal distribution.  

For better illustration a normal probability (Q-Q) 
plot of the marks is shown Fig. 3 and depicted the 
distribution of data against the expected normal 
distribution. 

 

 

 

A one-factor analysis of variance (ANOVA) was 
conducted on all groups of study and the results showed 
that there was a significant difference between study 
groups in a first programming course remembered at 
the p < 0.05 for the conditions [(3,144) = 5.347, p =  

0.002].  

Concerning the students’ retention, the study 
assessed their responses to the following questions: “In 
next semester semester, I am willing in another course 
on programming”. Subjects replied on 5-item Likert 
scale and the results are illustrated in Fig. 4. 

 

 

 

The study revealed that high interest in another 
course on programming is observed in those students 
who have attended a two-phase CS0 course before the 
CS1. For further analysis a Kruskal–Wallis H test is 
conducted on the feedback of subjects and results are 
shown in Table 4. 

Fig 3. Normal Q-Q Plot of Groups 

Fig 4. Students’ willingness in another course on 
programming 
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The study revealed that high interest in another 
course on programming is observed in those students 
who have attended a two-phase CS0 course before 
the CS1. For further analysis a Kruskal–Wallis H 
test is conducted on the feedback of subjects and 
results are shown in Table 4.

The fourth group is identified as top with 
highest mean value, followed by group two, three 
and one respectively. The significant differences 
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Table 4. Ranks of groups in study 

Group Size Mean Rank 
1 37 57.70 
2 37 72.86 
3 37 67.76 
4 37 99.68 

The fourth group is identified as top with highest 
mean value, followed by group two, three and one 
respectively. The significant differences (Kruskal-
Wallis = 20.404, p < .05, df = 3) were found among the 
four groups of study.  

 

5. DISCUSSIONS  

An important aspect of introductory programming 
courses is the development of a good way of thinking 

[60]. This article presents a two-phase learning 
technique that is accompanied by a cooperation 
strategy. 

These results suggested that the amalgamation of 
graphical and textual environment in CS0 is better 
thanusing a single environment-based CS0 course. 
Moreover, the two-phase CS0 course is more useful in 
improving the performance of students in CS1 as well 
as by increasing their retention in the other course of 
programming.  

The results obtained from the initial evaluation of 
two-phase CS0 are further compared with other studies 
and the results are shown in Table 5.  

 

 

 
Table 5. Comparison of learning strategies for CS1 
S.No Study Method Results 
1 Seraj et al. [25] Comparative analysis of 

Scratch and Blockly 
Scratch is more helpful than Blockly, 
F(1,22) = 28.02, p < 0.001 

2 Bakar et al. [30] Expert validation Process. VJava module is confirmed suitable, with score 
ranged from 3.67 to 5.00 on 5-point Likert scale. 

3 Zhang et al. [31] Comparative analysis of two 
teaching approaches 

The exercise only approach is more useful than 
lectures combined with exercises in introductory 
programming, df = 34, t = 2.320, p < 0.05 

4 Malik et al. 
2019 [32] 

Development and application of 
pseudocode-based application 
with two modes, web-based and 
mobile-based 

3% of positive improvement in higher category 
as well as in medium achiever category 

5 Panitz et al. [34] Survey and feedback from 
students 

GameMaker and C# based CS0 is effective in 
attracting and preparing students for 
programming 

6 Naveed et al. 
[39] 

Comparative analysis of 
different precursor courses 

Textual programming language with the support 
of high-level source code generation is 
supportive to prepare novices for CS1 

7 Dawson et al. 
[40] 

Survey and appreciative inquiry CS 0.5 is helpful to improve the students’ 
outcome in CS1 and increased their personal 
interest: t(515.0) = 8.96, p < 0.001 

8 Wood et al. [41] Comparative study of 
pedagogical methods in CS0 

CS0 course is helpful in CS1 yet no pedagogical 
method in CS0 is better than other methods, p-
value = 0.449 

9 Parham-Mocello 
et al. [45]  

Comparative analysis of code-
first versus using stories 

Using stories is useful in introductory 
programming, especially for females, with 95% 
confidence, α<= .05 

10 Proposed CS0 Comparative analysis of 
different pattern of CS0 
courses. 

Two-phase CS0 is more helpful than single 
language based CS0 and also fruitful in 
preparing students for CS1,  
F = 5.35, df = 3, p = .002  

(Kruskal-Wallis = 20.404, p < .05, df = 3) were 
found among the four groups of study.

5.   DISCUSSIONS 

An important aspect of introductory programming 
courses is the development of a good way of 
thinking [60]. This article presents a two-phase 
learning technique that is accompanied by a 
cooperation strategy.

These results suggested that the amalgamation 
of graphical and textual environment in CS0 is better 

thanusing a single environment-based CS0 course. 
Moreover, the two-phase CS0 course is more useful 
in improving the performance of students in CS1 
as well as by increasing their retention in the other 
course of programming. 

The results obtained from the initial evaluation 
of two-phase CS0 are further compared with other 
studies and the results are shown in Table 5. 

The results illustrated in Table 4 opined that the 
proposed CS0 course is quite fruitful and supportive 
in increasing the academic outcomes of novices 
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CS0 course is helpful in CS1 yet no pedagogical 
method in CS0 is better than other methods, p-
value = 0.449 
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Comparative analysis of code-
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Using stories is useful in introductory 
programming, especially for females, with 95% 
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preparing students for CS1,  
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in a first course on programming and therefore 
comparable with other topical strategies. 

The novelty of proposed CS0 resides in an 
amalgamated approach that unified the two modes 
of programming systems in a single precursor course 
with an agile collaboration strategy to prepare the 
novices for the first course on programming. The 
statistical significance of initial evaluation suggests 
the viability of the proposed course. To our 
knowledge, none of any study has been conducted 
or at least reported on the subjects of Pakistan.

6.   CONCLUSIONS 

The first course on programming is infamously 
complex for novice students. These complexities 
are typically exhibited in the form of weak 
performance and low  rates in retention. In this 
article two-phase CS0 is introduced to boost the 
academic achievements of novice students in a first 
course on programming. 

The proposed course is initially evaluated 
and preliminary results suggested that the lack of 
previous knowledge of programming is one of a 
main reason behind the hardness of introductory 
programming. Likewise, a CS0 course that 
introduced elementary programming without 
forcing the students to understand the grammar of a 
specific programming language and then introduce 
the concepts of programming with a simple 
textual programming is a suitable methodology to 
prepare students for a first course on programming 
and ultimately improve their performance and 
retention. However, in current form, the study has 
several limitations. First, the sample size is not very 
large and the subjects in each group of the  study 
are randomly selected. Second, the impact of CS0 
is evaluated on the performance of students in CS1, 
but not in the subsequent programming courses. 
Third, the demographic parameters of students are 
not considered during the analysis.
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Abstract: The reactivity monitoring, prediction, and investigation is the most important parameter to ensure the safety 
and reliable operation of a nuclear power plant. This parameter is gained further importance in Pressurized Water 
Reactor (PWR) due to more sophisticated reactivity insertion mechanisms and innovative reactor core fuel loading 
scheme. Based on deterministic internal and external dynamics and neutronics analysis of Advanced PWR, all the 
reactivity feedback effects such as Doppler effect, moderator effect, control rod effect, liquid boron effect and reactor 
poisons effect are investigated, modeled and stochastically optimized using deep artificial intelligence. Advance 
Pressurized Water Reactor (APWR) of 600 MWe rating (AP-600) is used as a reference reactor model and based on 
the dynamics of AP-600, an Advanced Pressurized Water Reactor Dynamics and Intelligent Stochastic Optimization 
based Deterministic Neutronics Simulation (APD-ISO-DNS) Code is developed in the hybrid SIMULINK and 
LabVIEW environments. AP-600 reactor model is fine-tuned and adjusted for 300 MWe PWR (P-300) and 1070 MWe 
Advanced Chinese PWR (ACP-1000) using neutronics parameters and operational dynamic data of operating PWR 
nuclear power plants in Pakistan. Various load reduction transient experiments are conducted and dynamic transient 
simulations of P-300, AP-600 and ACP-1000 are evaluated in SIMULINK and in LabVIEW environments and found 
as per design basis.

Keywords: Multi-Model PWR Dynamics, Deterministic Reactor Neutronics, Deep Stochastic Optimization, Artificial 
Intelligence, Hybrid Simulation

1.	 INTRODUCTION

In this research work, a Pressurized Water Reactor 
(PWR) dynamics and neutronics are considered for 
state-of-the-art code development for P-300, AP-
600 and ACP-1000. 

A reactor dynamics model is developed based 
on the Point Reactor Kinetics Model (PRKM) with 
sixprecursor groups, internal reactivity feedbacks, 
and control rod reactivity [1]. The PRKM model 
with all internal and external reactivity feedbacks 
are models in [2]. This model is comprehensive and 
used for full fuel cycle modeling of nuclear reactor. 

The PWR dynamics are further appended with decay 
heat for simulator development [3]. The practical 
aspects of 600 MWe PWR dynamics and neutronics 
for analyzer development for educational purposes 
are explored by micro simulation technology in 
[4]. A TRIGA research reactor and AP1000 PWR 
dynamics are evaluated for accident analysis in [5]. 
A TRIGA research reactor and VVER1000 PWR 
dynamics are evaluated for safety and transient 
accident analysis in [6]. The thermal hydraulics 
modeling of AP1000 PWR dynamics is carried 
out in RELAP code and compared with AP1000 
using PCTRAN in [7]. A data driven ANN based 
PHWR dynamics is modeled with moderator level 
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reactivity and control rod reactivity feedbacks 
in [8]. A fuzzy multi-model PWR dynamics is 
modeled for different power levels using control 
rod reactivity feedback in [9]. A research reactor 
PRKM neutronics is modeled and simulated with 
control rod reactivity feedback using LabVIEW in 
[10]. Further research is carried out in which web-
based Graphical User Interface (GUI) is developed 
for PWR RELAP code in LabVIEW in [11]. A 3D 
neutron diffusion code for PWR fuel depletion and 
burn-up analysis is developed in [12]. A modelling 
approach using Deep Artificial Neural Network 
(DANN) optimized by a stochastic decent gradient 
algorithm is identified in [13]. Further research is 
carried out in [14, 15] in which deterministic data 
driven models are developed using PID based 
stochastic decent gradient optimizers. In [16], 
a hybrid simulation platform of MATLAB and 
LabVIEW is used to develop ANN models.    

In this research work, a novel state-of-the-
art hybrid simulation platform of Simulink and 
LabVIEW is used for designing, deterministic 
modeling, fine-tuning and Improved Stochastic 
Gradient Decent (ISGD) with Momentum 
(ISGD-M) based Optimization of Advanced 
Multi-PWR Dynamics and Neutronics of P-300, 
AP-600 and ACP-1000 for APD-ISO-DNS Code 
development. Therefore, this research work is 
one step ahead in the direction of advanced PWR 
dynamics and neutronics with most modern 
improved stochastic optimization used, for the first 
time, in nuclear industry. The proposed hybrid code 
is robust against parametric uncertainties and a 
highly accurate tool for advanced PWR dynamics 
and neutronics studies and nuclear reactor analysis, 
emphasising fuel cycle modelling of nuclear 
reactors.   

2.   MATERIALS AND METHODS

2.1 PWR Reactor Dynamics   

There are hundreds of fission fragments in PWR, but 
24 fission fragments or precursors are considered 
of comparable half-lives. Nuclear reactor kinetics 
is concerned with time dependent reactor power 
behavior caused by precursor concentration changes 
while the nuclear reactor dynamics is concerned 
with reactor power transients in which reactivity 
feedbacks caused by reactivity changes due to the 

power change plays a vital role in over-all reactor 
behaviour. 

2.2  Deterministic Modeling PWR Reactor 		
       Dynamics and Neutronics 
  
The study of reactor kinetics and reactor dynamics 
is known as reactor neutronics. 

In reactor core, reactor power is generated 93% by 
nuclear fission and 7% by decay heat, which can be 
modeled as [3]:

 
Fission power is produced by fission fragments 
using multiple precursor groups. Fission power 
computed for six precursor groups is reported in 
[2], which is appended for 24 precursor groups in 
this research work as:

  
Where the symbols having their usual meanings.

Therefore, 25th order coupled reactor kinetics 
model is developed for short time scale modeling 
of nuclear reactor. 

Decay heat is calculated using three decay product 
groups, which is calculated as [3]: 

Where the symbols having their usual meanings.
	
The decay heat is used to calculate fuel and 
moderator temperatures. Therefore, 4th order 
coupled decay heat model is developed. 

The heart of this research work is the sophisticated 
higher order coupled reactivity feedbacks model 
which is developed using all internal and external 
reactivity feedbacks taken into account.

(1)

(2)

(3)

(4)

(5)
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nuclear reactor dynamics is concerned with reactor 
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carried out in which web-based Graphical User 
Interface (GUI) is developed for PWR RELAP code in 
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time, in nuclear industry. The proposed hybrid code is 
robust against parametric uncertainties and a highly 
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The total reactivity is modeled as:
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PD}is given by [2, 5]:
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formulation of total external reactivity as a function 
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Therefore, overall, a higher order highly 
nonlinear dynamic model is developed for long 
time scale modeling of PWR reactor core.

2.3  Framework of APD-ISO-DNS Code

The Reactivity measurement and investigation is 
one of the challenges in PWR type nuclear power 
plants because the reactivity of the nuclear power 
reactor is not measured directly in PWRs. It is 
computed with dedicated nuclear reactor codes. 
Therefore, this research aims to design and develop 
an innovative computational tool for virtual total 
reactivity and reactivity feedback. 

The analytical deterministic computational 
model developed for PWR transient dynamics is 
fine-tuned and simulated for P-300, AP-600 and 
ACP-1000 PWR-based nuclear power plants using 
plant operational data and reactor design data. 
Therefore, P-300, AP-600 and ACP-1000 reactor 
cores have higher order deterministic different 

neutronics models. 

The developed transient nuclear reactor model 
APD-ISO-DNS Code has three modules APD-
ISO-DNS-300, APD-ISO-DNS-600 and APD-ISO-
DNS-1000 for P-300, AP-600 and ACP-1000 PWR 
respectively as shown in Fig.1.

Fig. 1. Overall design of APD-ISO-DNS code.

Each module comprises four models known 
as reactor kinetics model, reactor poison model, 
liquid poison model, and control rod model. 
Reactor kinetics model is further composed of 
fission fragments dynamics and decay product 
dynamics. Reactor poison model is composed of 
Xenon and Samarium dynamics. Liquid poison 
model is composed of boron dynamics with 
different fuel conditions such as burn-up of fuel and 
different conditions of reactor core like Beginning 
of Core (BOC), Middle of Core (MOC) and End 
of Core (EOC) as shown in Fig. 2. Control rod 
model is composed of different control banks and 
overlapping logics. 

The innovative reactor dynamics data is 
generated from the developed fine-tuned transient 
reactor dynamics models for APD-ISO-DNS-300, 
APD-ISO-DNS-600 and APD-ISO-DNS-1000 

(6)

(7)

(8)

Malik et al 

feedback in [9]. A research reactor PRKM neutronics is 
modeled and simulated with control rod reactivity 
feedback using LabVIEW in [10]. Further research is 
carried out in which web-based Graphical User 
Interface (GUI) is developed for PWR RELAP code in 
LabVIEW in [11]. A 3D neutron diffusion code for 
PWR fuel depletion and burn-up analysis is developed 
in [12]. A modelling approach using Deep Artificial 
Neural Network (DANN) optimized by a stochastic 
decent gradient algorithm is identified in [13]. Further 
research is carried out in [14, 15] in which 
deterministic data driven models are developed using 
PID based stochastic decent gradient optimizers. In 
[16], a hybrid simulation platform of MATLAB and 
LabVIEW is used to develop ANN models.     

In this research work, a novel state-of-the-art 
hybrid simulation platform of Simulink and LabVIEW 
is used for designing, deterministic modeling, fine-
tuning and Improved Stochastic Gradient Decent 
(ISGD) with Momentum (ISGD-M) based 
Optimization of Advanced Multi-PWR Dynamics and 
Neutronics of P-300, AP-600 and ACP-1000 for APD-
ISO-DNS Code development. Therefore, this research 
work is one step ahead in the direction of advanced 
PWR dynamics and neutronics with most modern 
improved stochastic optimization used, for the first 
time, in nuclear industry. The proposed hybrid code is 
robust against parametric uncertainties and a highly 
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Therefore, overall, a higher order highly 

nonlinear dynamic model is developed for long time 
scale modeling of PWR reactor core. 

2.3 Framework of APD-ISO-DNS Code 

The Reactivity measurement and investigation is one of 
the challenges in PWR type nuclear power plants 
because the reactivity of the nuclear power reactor is 
not measured directly in PWRs. It is computed with 
dedicated nuclear reactor codes. Therefore, this 
research aims to design and develop an innovative 
computational tool for virtual total reactivity and 
reactivity feedback.  

The analytical deterministic computational 
model developed for PWR transient dynamics is fine-
tuned and simulated for P-300, AP-600 and ACP-1000 
PWR-based nuclear power plants using plant 
operational data and reactor design data. Therefore, P-
300, AP-600 and ACP-1000 reactor cores have higher 
order deterministic different neutronics models.  

The developed transient nuclear reactor model 
APD-ISO-DNS Code has three modules APD-ISO-
DNS-300, APD-ISO-DNS-600 and APD-ISO-DNS-

1000 for P-300, AP-600 and ACP-1000 PWR 
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model is further composed of fission fragments 
dynamics and decay product dynamics. Reactor poison 
model is composed of Xenon and Samarium dynamics. 
Liquid poison model is composed of boron dynamics 
with different fuel conditions such as burn-up of fuel 
and different conditions of reactor core like Beginning 
of Core (BOC), Middle of Core (MOC) and End of 
Core (EOC) as shown in Fig. 2. Control rod model is 
composed of different control banks and overlapping 
logics.  

The innovative reactor dynamics data is 
generated from the developed fine-tuned transient 
reactor dynamics models for APD-ISO-DNS-300, 
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modules. These modules are used to design and 
develop an intelligent reactor dynamics code, now 
designated as APD-ISO-DNS Code. This code 
has an excellent reverse engineering capability to 
produce reactor power from reactivity feedback. 
After fine tuning, the APD-ISO-DNS code is 
modified to produce reactivity feedback and total 
reactivity directly from measured data of P-300, 
AP-600 and ACP-1000. The PWR neutronics tool 
is deterministic in nature which is optimized by 
stochastic technology.     

2.4  Deep Artificial Intelligence 

2.4.1 Concept of Deep Learning 

Deep Artificial Neural Network (DANN) is an 
excellent intelligent tool for nonlinear pattern 
mapping or dataset. The term deep is used in the 
sense of dense or depth or more number of hidden 
layers with number of nodes in each hidden layer 
in an artificial neural network having multi-step 
processing. A neural network with more than three 
layers including input and output layer is considered 
for deep learning process. Deep learning is basically 
unsupervised learning capable to produce a highly 
accurate model.

2.4.2 Selection of Optimization Algorithm

Improved Stochastic Gradient Decent Momentum 
(ISGD-M) optimization based DANN is selected 
in this research work, which converges quickly 
and accurately. So, it is an Intelligent Stochastic 
Optimization (ISO) method for DANN. SGD is 
simply a Proportional Controller with gain KP. SGD 
plus Momentum term (SGD-M) is a Proportional 
plus Integral Controller with gains KP and KI. There 
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2.5 IntelligentModeling of PWR Dynamics and 	
      Neutronics

2.5.1 Choice of  Design  Matrices ,Vectors and 	     	
         Activation Functions for Sub DANN

Now, intelligent modeling of PWR neutronics 
is accomplished with DANN using stochastic 
optimization technique. Suppose Hjiand Hkj are the 
weight matrices of first and second hidden layers 
comprised of Wji and Wkj weights respectively. 
In that case, Mlk is the weight matrix of output 
layer comprised of Wlk weights. Bj, Bk and Bl 
are bias vectors of first hidden, second and output 
layers respectively then Ψj (.), Ψk (.) and Ψl (.) are 
nonlinear activation functions, linear activation 
function of first hidden layer, second hidden layer 
and output layer respectively. 

2.5.2 Modeling of Sub DANN for Reactivity 	    	
        Feedbacks

Now, all reactivity feedbacks for six sub ISO-
DANN are modeled as:

 
 
 
 
 

	  

3.  RESULTS AND DISCUSSION 

Fig. 2. Selection scheme for fuel burn-up along the fuel 
cycle length in APD-ISO-DNS code.

PCTRAN is obtained from micro-simulation 
technology and is a product of International Atomic 
Energy Agency (IAEA). The process of obtaining 
the power dependent reactivity components or 
reactivity feedbacks using artificial intelligence is 
shown in Fig. 3.

 
Fig. 3. Structure of intelligent data flow in APD-ISO-
DNS code.
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= 2r, KI = KD = r [15]. There is one more important 
design parameter α, which is known as balancing 
factor. This balancing factor is defined between past 
and current gradients. The derivative gain (KD) of PID 
is the most dominant parameter for stochastic 
optimization process.  

The ideal value of hyper-parameter KD is 
computed as [15]:    
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3.   RESULTS AND DISCUSSION 

PWR reactivity transient analysis is performed using 
initial reactor Po and demanded reactor power PD. In 
PWR, the load reduction transients are carried based on 

)(tP  and )(tP such that )(tP ϵ {Po, PD}. Therefore, 
all analytical and intelligent models are transformed in 
terms of )(tP and )(tP , which is also obvious from 
Fig. 2. The analytical deterministic model of PWR 
dynamics is integrated using equations (1) through (8) 
to produce power dependent raw data for AP-600. After 
initial analytical results, the APD-ISO-DNS-600 
module is fine-tuned and model parameters are adjusted 
using Personal Computer Transient Analyzer 
(PCTRAN), an educational tool for 600 MWe PWR 
transient and accident analysis. 
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PCTRAN is obtained from micro-simulation 
technology and is a product of International Atomic 
Energy Agency (IAEA). The process of obtaining the 
power dependent reactivity components or reactivity 
feedbacks using artificial intelligence is shown in Fig. 
3. 
 

 
Fig. 3. Structure of intelligent data flow in APD-ISO-DNS 
code. 
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or model for APD-ISO-DNS-300 and APD-ISO-DNS-
1000 modules. APD-ISO-DNS-300 and APD-ISO-
DNS-1000 modules are fine-tuned and adjusted using 
operational and design data of P-300 and ACP-1000. 
APD-ISO-DNS code is developed in hybrid Simulink 
and LabVIEW environments.  
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In this research work, APD-ISO-DNS code is 
developed for the first time for nuclear industry using 
ISGD-M optimized DANN in Simulink environment. 
There are six DANN designed for each reactivity 
feedback. The processing of data flow in all six Sub 
ISO-DANN is in parallel distributed fashion. The 
coupling scheme of all six Sub ISO-DANN in APD-
ISO-DNS code is shown in Fig. 4. 

 

 
 
Fig. 4. Coupling of intelligent dynamic feedback design 
of APD-ISO-DNS code. 
 

The APD-ISO-DNS code is designed and 
developed using equations (10) through (16) optimized 
by hyper-parameter defined in equation (9). The 
Simulink model transient dynamics framework of 
APD-ISO-DNS code is shown in Fig. 5. 
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PWR with medium scale nuclear power plant 
category, so ramp rate is 2.31%/min adopted in 
this transient. The innovative transient data which 
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are computed and optimized for P-300, AP-600 and 
ACP-1000. The detailed design parameters for 
moderator reactivity are tabulated in Table 1 for 
reference purposes. The optimized hyper-parameters 
for the entire six sub ISO-DANN for P-300, AP-600 
and ACP-1000 are tabulated in Table 2.  

 

Table 2. Optimized Hyper-parameter of APD-ISO-DNS 
code 

Intelligent Code Design  Parameters Design 
Values 

Number of Nodes of Input Layer (i) 2 
Number of Nodes of First Hidden Layer 
(j) 177 
Number of Nodes of Second Hidden 
Layer (k) 177 
Number of Nodes of Output Layer (l) 1 
Number of training patterns (N) 25000 
Number of Epochs 600 
Balancing factor (α) 1 
Initial Learning Rate (r) 0.15 
Optimal Hyper-parameter (KD) 12 
Final Learning Rate (r) 1.68 
Performance gradient 0.001 
Standard deviation 0.0005 
 

In this research work, APD-ISO-DNS-600 
module is evaluated for a load reduction transient in 
which reactor power is reduced from 100% to 60% in a 
sequence of 4 steps with a 10% step size using control 
rods as external reactivity mechanism because AP-600 
is a base load nuclear power plant and its reactivity 
control is designed for 10% step change. Each step is 
executed at a rate of 2.31%/min embedded in the 
transient design.  Practically, all step changes are 
designed with embedded ramp transients in AP-600. 
Since the reactor is 600 MWe PWR with medium scale 
nuclear power plant category, so ramp rate is 
2.31%/min adopted in this transient. The innovative 
transient data which is specially generated using 
analytical model data, plant operational data and design 
data is now designated as “Experimental Data”. The 
training of fuel reactivity, moderator reactivity and 
control rod reactivity are shown in Fig. 6, Fig.7 and 
Fig. 8 respectively.  

Reactor 
Type 

Hyper-parameters of 
 Different Variables  

Design 
Values 

P-300 Fuel Reactivity  10 
P-300 Moderator Reactivity 12 
P-300 Xenon Reactivity  18 
P-300 Samarium  Reactivity 16 

P-300 Control Rod  
Reactivity 15 

P-300 Boron  Reactivity 11 
AP-600 Fuel Reactivity  10 
AP-600 Moderator Reactivity 12 
AP-600 Xenon Reactivity  17 
AP-600 Samarium  Reactivity 15 

AP-600 Control Rod  
Reactivity 14 

AP-600 Boron  Reactivity 11 
ACP-1000 Fuel Reactivity  17 
ACP-1000 Moderator Reactivity 13 
ACP-1000 Xenon Reactivity  16 
ACP-1000 Samarium  Reactivity 15 

ACP-1000 Control Rod  
Reactivity 29 

ACP-1000 Boron  Reactivity 22 

Fig. 5. Simulink model of APD-ISO-DNS code 
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are computed and optimized for P-300, AP-600 and 
ACP-1000. The detailed design parameters for 
moderator reactivity are tabulated in Table 1 for 
reference purposes. The optimized hyper-parameters 
for the entire six sub ISO-DANN for P-300, AP-600 
and ACP-1000 are tabulated in Table 2.  

 

Table 2. Optimized Hyper-parameter of APD-ISO-DNS 
code 

Intelligent Code Design  Parameters Design 
Values 

Number of Nodes of Input Layer (i) 2 
Number of Nodes of First Hidden Layer 
(j) 177 
Number of Nodes of Second Hidden 
Layer (k) 177 
Number of Nodes of Output Layer (l) 1 
Number of training patterns (N) 25000 
Number of Epochs 600 
Balancing factor (α) 1 
Initial Learning Rate (r) 0.15 
Optimal Hyper-parameter (KD) 12 
Final Learning Rate (r) 1.68 
Performance gradient 0.001 
Standard deviation 0.0005 
 

In this research work, APD-ISO-DNS-600 
module is evaluated for a load reduction transient in 
which reactor power is reduced from 100% to 60% in a 
sequence of 4 steps with a 10% step size using control 
rods as external reactivity mechanism because AP-600 
is a base load nuclear power plant and its reactivity 
control is designed for 10% step change. Each step is 
executed at a rate of 2.31%/min embedded in the 
transient design.  Practically, all step changes are 
designed with embedded ramp transients in AP-600. 
Since the reactor is 600 MWe PWR with medium scale 
nuclear power plant category, so ramp rate is 
2.31%/min adopted in this transient. The innovative 
transient data which is specially generated using 
analytical model data, plant operational data and design 
data is now designated as “Experimental Data”. The 
training of fuel reactivity, moderator reactivity and 
control rod reactivity are shown in Fig. 6, Fig.7 and 
Fig. 8 respectively.  

Reactor 
Type 

Hyper-parameters of 
 Different Variables  

Design 
Values 

P-300 Fuel Reactivity  10 
P-300 Moderator Reactivity 12 
P-300 Xenon Reactivity  18 
P-300 Samarium  Reactivity 16 

P-300 Control Rod  
Reactivity 15 

P-300 Boron  Reactivity 11 
AP-600 Fuel Reactivity  10 
AP-600 Moderator Reactivity 12 
AP-600 Xenon Reactivity  17 
AP-600 Samarium  Reactivity 15 

AP-600 Control Rod  
Reactivity 14 

AP-600 Boron  Reactivity 11 
ACP-1000 Fuel Reactivity  17 
ACP-1000 Moderator Reactivity 13 
ACP-1000 Xenon Reactivity  16 
ACP-1000 Samarium  Reactivity 15 

ACP-1000 Control Rod  
Reactivity 29 

ACP-1000 Boron  Reactivity 22 

Table 1. Parameters of APD-ISO-DNS-300 code for 
moderator reactivity

Table 2. Optimized Hyper-parameter of APD-ISO-
DNS 
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validation phase, the pattern of error between predicted 
and experimental output is also realized. The fuel 
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and total reactivity for validation phase are shown in 
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Fig. 6. Fuel reactivity of P-600 during learning phase 
of APD-ISO-DNS code.

Fig. 7. Moderator reactivity of P-600 during learning 
phase of APD-ISO-DNS code.
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There are six data sets for reactivity parameters. 
Therefore, in fact, there are six trends for training 
phase and six trends for validation phase. But due 
to space limitation and scope of this research work, 
three trends are shown for validation purposes. 
In validation phase, the pattern of error between 
predicted and experimental output is also realized. 
The fuel reactivity, moderator reactivity, control 
rod reactivity and total reactivity for validation 
phase are shown in Fig. 9, Fig.10, Fig. 11 and Fig. 
12 respectively.     

 
In this case study, it is observed that as the 

reactor power is reduced in steps, fuel reactivity 
and moderator reactivity increases as shown in Fig. 
9 and Fig.10. This is because the fuel and moderator 
reactivity coefficients are negative. 

Since the fuel and moderator reactivities are 
increased against reactor power reduction in steps, 
therefore, to cater this increase in total internal 
reactivity, control rod reactivity is decreased which 
in turn decreases the total external reactivity as 
shown in Fig. 11. 

The validation is proved successfully because 
the total reactivity moves around zero that 
completely and safe ensures reactor criticality 
throughout the load reduction transient as shown in 
Fig. 12. 
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Fig. 8. Control rod reactivity of P-600 during learning 
phase of APD-ISO-DNS code.

Fig. 9. Fuel reactivity of P-600 during validation phase 
of APD-ISO-DNS code.

All the results of APD-ISO-DNS-600 are as per 
specifications and reactivity bounds as laid down 
in [4].  

Later, APD-ISO-DNS-300 module is evaluated 
for a load reduction transient in which reactor power 
is reduced from 100% to 75% at a rate of 5%/min 
because P-300 is a base load nuclear power plant 
of small scale category and its reactivity control 
is designed for maximum upto 5%/min embedded 
ramp rate. All the reactivity feedbacks are shown 
collectively in Fig. 13. 

The variations of reactivity feedbacks are 
exactly similar to those in APD-ISO-DNS-600 
module. All the results of APD-ISO-DNS-300 are 
as per specifications and reactivity bounds as laid 
down in Final Safety Analysis Report of P-300 
which is standard report from the designer as a 
benchmark.  

3.2  Evaluation of APD-ISO-DNS Code in 	     	
       LabVIEW

Now, in this research work, APD-ISO-DNS code 
is developed again for the first time in nuclear 
industry using ISGD-M optimized DANN in 
LabVIEW environment. PID optimizer based 
intelligent DANN VIs are designed and developed 
in LabVIEW for APD-ISO-DNS LabVIEW code as 

78	 Malik et al
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Fig. 10. Moderator reactivity of P-600 during validation 
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Fig. 10. Moderator reactivity of P-600 during validation 
phase of APD-ISO-DNS code.

Fig. 11. Control reactivity of P-600 during validation 
phase of APD-ISO-DNS code.

Fig. 12. Total reactivity of P-600 during validation phase 
of APD-ISO-DNS code.

Fig. 13. Reactor dynamics of P-300 during validation 
phase of APD-ISO-DNS code..

shown in Fig. 14.

The LabVIEW block diagram code is developed 
for APD-ISO-DNS code that integrates transient 
dynamic Simulink model of APD-ISO-DNS code 
as shown in Fig. 15. 

APD-ISO-DNS-1000 module is evaluated for 
a load reduction transient in which reactor power is 
reduced from 100% to 20% in a sequence of 4 steps 
with a 20% step size using control rods as external 
reactivity mechanism for the compensation of total 
internal reactivity because it is load following 
nuclear power plant of large scale category. In this 

transient, each after 20% change in reactor power, it 
is held constant for 9 hours. Each step is executed at 
a 0.166%/min rate embedded in the transient design. 
A front panel is shown in Fig. 16, in which all the 
reactivity feedbacks are shown. The variations of 
reactivity feedbacks are exactly similar to those in 
APD-ISO-DNS-600 module. 
 

All the results of APD-ISO-DNS-1000 are as 
per specifications and reactivity bounds as laid 
down in Final Safety Analysis Report (FSAR) of 
ACP-1000 which is standard report from designer 
as a benchmark.
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All the results of APD-ISO-DNS-300 are as per 
specifications and reactivity bounds as laid down in 
Final Safety Analysis Report of P-300 which is 
standard report from the designer as a benchmark.   
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ISO-DNS LabVIEW code as shown in Fig. 14. 
 

 
 
Fig. 14. PID optimizer based intelligent DANN VIs in 
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4. CONCLUSION 

The reactor neutronics of three different generations of 
PWR based nuclear power plants have been considered 
in this research work. A state-of-the-art advanced 
multi-model PWR Dynamics and Intelligent Neutronics 
Simulation Code has been modeled, fine-tuned and 
simulated for P-300, AP-600 and ACP-1000 PWR 
based nuclear power plants. The developed 
computational transient analysis code for advanced 
multi-model PWR emerged as APD-ISO-DNS Code 
has three modules APD-ISO-DNS-300, APD-ISO-
DNS-600 and APD-ISO-DNS-1000 which are 
evaluated under various load change transient 
conditions with different combinations of reactivity 
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4.   CONCLUSIONS 

The reactor neutronics of three different generations 
of PWR based nuclear power plants have been 
considered in this research work. A state-of-the-
art advanced multi-model PWR Dynamics and 
Intelligent Neutronics Simulation Code has been 
modeled, fine-tuned and simulated for P-300, AP-
600 and ACP-1000 PWR based nuclear power 
plants. The developed computational transient 
analysis code for advanced multi-model PWR 
emerged as APD-ISO-DNS Code has three 
modules APD-ISO-DNS-300, APD-ISO-DNS-600 
and APD-ISO-DNS-1000 which are evaluated 
under various load change transient conditions with 
different combinations of reactivity mechanisms in 
normal operation of PWR and reactor criticality is 
maintained and ensured as per benchmarks of Final 
Safety Analysis Reports (FSARs). Simulations 
have been conducted and performance of APD-
ISO-DNS Code has been evaluated in a hybrid 
SIMULINK and LabVIEW environments and 
found optimal for future development of innovative 
advanced PWR nuclear power plant dynamics and 
accident analysis codes.    
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1.   INTRODUCTION 

The non integer dimensional (NID)- space is 
applied to various areas of physics discussed by 
many researchers [1-20]. They have applied it 
accordingly, like Wilson [3] has already 
mentioned quantum field theory (QFT) in FD 
space. In addition, the FD space can be used as a 
parameter in the Ising limit of QFT [6]. [4] 
Stillinger has defined axiomatics basis for concept 
in modelling Schrodiner and Gibbsian’s theory 
related to Wave and Statisitcs Mechanics in the 
non integer dimensional space. Svozil and 
Zellinger [10] have shown the basic concept of 
time dimension space, which provides a possible 
way to experimentally predict the time dimension 
space. It has already mentioned been that the 
fractional dimension space if the space time is less 
than 4 slightly. In the new era, Gauss Law {11] 
has introduced the fractional dimensional space. 
The solution to the electrostatic problems [13-18] 
have also been formulated in NID space. 

 

 

In this article, we have solved a problem from 
[20]. The main focus is to apply the Laplacian 
equation to find electric potential and electric field 
induced due to a conducting sphere in FD Space. 
In this paper, we analyze the model of the problem 
and then solve the Laplacian equation for non 
integer dimensional space by the method of 
separation variable using low frequency. We find 
here two kinds of second order differential 
equations, one deals with radial part and other with 
angular part. Further, we investigate a general 
solution in FD space. Next, we construct a solution 
for the outside and inside the sphere and impose 
boundary conditions for the proposed regions. 
After solving  the boundary value problem (BVP), 
we calculate the unknown coefficients, which 
leads us to find the electric potential and electric 
field by substituting known coefficients in FD 
Space. On the last  we discuss numerical results 
and concluding remarks. 
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2.   MATHEMATICAL  MODEL 

We find here the Scalar Potential   of a 
conducting sphere in a uniform external field 
shown in Fig1.,  of conductivity    and is buried in 
a host medium of conductivity   . Since no time 
dependency is involved, therefore, the electric 
field is 

                                          (1) 

 we can determine the magnetic field from the 
Second Maxwell’s equation  

                                                        (2) 

 Let    be the strength of the external field along 
x-axis.  

    
   
                                                (3) 

 Negletting the constant of integration, we get  

                                                    (4) 

 To solve this problem for fractional dimensional 
space, we use the laplacian equation in non integer 
dimensional space [16] and [17]:  

         
(  

 

    
   
 

 
   

 
         

 
     

     
  )         (5) 

 Eq(5) is separable and suppose  

                                                   (6) 

 The obtained angular and radial differential 
equations [18] are  

*  
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  +                          (8) 

 The solution of the angular equation (7) is 
Gegenbauer polynomials in      as explained in 
[16], namely  

       
                                          (9) 

 which obeys the orthogonality relation:  

∫  
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                                                 (11) 

 The forms of first few Gegenbauer polynomials 
are  

  
                                                 (12) 

  

  
                                        (13) 
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From Eq(6), the radial differential equation gives 
the first few solutions, such as  
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The general solution of the Laplacian equation in 
Spherical Coordinates independent of   can be 
written as  
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Fig. 1: Conducting Sphere Placed in Fraction Space 

The external potential due to the sphere should 
be convergent at infinity. Inside the sphere, 
the solution must be bounded at origin. Hence 
the general solution reduces to following 
equations.  
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These are known as the anomalous potentials. 
The physically the solution must be finite at 
the origin, it means      inside the sphere 
and out side the sphere at infinity it means 
    .   

At infinity, the normal potential can be 
expressed as 
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Now, that external potential can be expressed as  
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where   
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potential of the induced field respectively. At the 
surface of the sphere, both the potential and the 
normal component of the current density         
       should be continous. So the potentials 
must be continuous at    .  
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By comparing the above equation  
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 Now the internal field becomes as  
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Simply the obtained expression is  
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  )                                   (28) 

The strength of the electric field within the sphere 
is  
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  )                                        (29) 

Next, we introduce the conductivities of the 
medium by using boundary conditions for the 
continuity of the normal component of the current 
density J on the surface of the sphere, as  
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 For the integer order case    , we find  
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 Hence, the external postential is  
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For the integer order case    , we see 
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Where             applied field that leads to the 
normal potential                 
         anomalous potential is  
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In the geophysical perspective, it is important  to 
consider the anomalous field only and to find the 
gradient of the potential such that  
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Normally we are bound to find the applied field, 
i.e. along the x- direction, we require only the 
quantity  

       
          

                                    (40) 

This is the electric dipole moment induced due to 
the sphere. 

and 
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      +                                              (41) 

This is the secondary electric field intensity of the 
conducting sphere. 

 
Fig.2: Graphical Representation of the Magnitude of 
the electric Field versus Distance x in Fractional Space 
electric field [20].  
 
3   RESULTS AND DISCUSSION 

The behaviour of the electric field E can be 
visualized by the variation in distance x (-250-
250), from the figure 2. Through the graphical 
illustration, we observe that the field behaviour 
changes accordingly for the different              
values of FD space parameter 
                                           . 
However, the Field magnitude behaves like 
ordinary amplitude [20] at      . It is clear that 
the electric field depends on the FD space 

parameter. This behaviour predicts that the 
essentially the parameter   alters the material of 
the sphere due to which the different values of   
cause the field amplitude variation, therefore, it 
affects the resonance conditions.  

4.   CONCLUSION 

In the article, we have solved the Laplace equation 
for NID- space. The electric potential and electric 
field produced due to the conducting sphere are 
obtained in   -dimensional fractional space. We s 

ee that the graphical behaviour of the curve shows 
that till    , the magnitude of the field increases 
by increasing the fractional parameter   between 2 
and 3. From the results and discussion, we can say 
the field magnitude effects due to different FD 
space parameter values. Finally we can conclude 
that for all calculated results      the classical 
results are retrieved.  
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the electric Field versus Distance x in Fractional Space 
electric field [20].  
 
3   RESULTS AND DISCUSSION 

The behaviour of the electric field E can be 
visualized by the variation in distance x (-250-
250), from the figure 2. Through the graphical 
illustration, we observe that the field behaviour 
changes accordingly for the different              
values of FD space parameter 
                                           . 
However, the Field magnitude behaves like 
ordinary amplitude [20] at      . It is clear that 
the electric field depends on the FD space 

parameter. This behaviour predicts that the 
essentially the parameter   alters the material of 
the sphere due to which the different values of   
cause the field amplitude variation, therefore, it 
affects the resonance conditions.  

4.   CONCLUSION 

In the article, we have solved the Laplace equation 
for NID- space. The electric potential and electric 
field produced due to the conducting sphere are 
obtained in   -dimensional fractional space. We s 

ee that the graphical behaviour of the curve shows 
that till    , the magnitude of the field increases 
by increasing the fractional parameter   between 2 
and 3. From the results and discussion, we can say 
the field magnitude effects due to different FD 
space parameter values. Finally we can conclude 
that for all calculated results      the classical 
results are retrieved.  
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