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Abstract: This study intends to classify the land cover of an area especially small farmlands using object-based image 
analysis (OBIA) method and evaluates the performance of a supervised classifier. Multi-spectral Sentinel-2 imagery 
which is freely available is used and four supervised classifiers are applied to it. The study area was divided into four 
major classes namely Urban, Wheat, Tobacco, and other vegetation with varying accuracy values. The imagery was 
first resampled to 10 m spatial resolution and then NDI45 is layer stacked to it. A widely used MRS technique is used 
for delineating the objects in the imagery. Finally, classification is done through four supervised classifiers k-Nearest 
Neighbour (kNN), Bayes classifier, Decision Tree (DT), and Random Forest (RF). The accuracy was evaluated through 
a confusion matrix. The results show that Sentinel-2 imagery is capable of producing thematically detailed land cover 
maps via the Geographic Object-Based Image Analysis (GEOBIA) approach with accuracies of k-NN 95%, Bayes 
classifier 88%, DT 81% and RF 79%.
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1.	 INTRODUCTION

During the past decade, Land cover classification 
using remote sensing satellite imagery was a well 
debated topic in developed countries. Now it is 
also getting attention in developing countries. 
With the advancement in satellite technology and 
high-resolution imagery, the need of real-time 
and accurate land cover maps for the monitoring 
and management of natural resources, resource 
planning, crop yield estimation and global climate 
change studies, etc. has increased [1]. Remote 
sensing has experienced enormous advancement 
in recent years. With the advent of high-resolution 
imagery, the need for computationally efficient 
algorithms and object-oriented image processing 
is increasing. One such technique is the GEOBIA 
[2]. Traditionally remote sensing imagery is 

classified based on the pixels, a basic unit of an 
image. With high-resolution imagery, within pixel 
variability changed the concept of classification 
and results in OBIA [3]. Objects are a group of 
pixels in representative shapes and sizes having 
similar spectral characteristics. Unlike developed 
countries, where average farmland sizes are 
relatively high, developing countries have small 
structured farmland, usually less than 1 hectare [4]. 
With such a small size, the accurate delineation 
of the underlying land is an issue that is highly 
important for the classification of land cover [5].

Chabot et al. [6] utilized RF technique for 
tracking shallow-water aquatic plants in multi-
spectral data using OBIA. They have carried out 
operations to monitor aquatic vegetation using the 
graphical software tool GIS, which may be used 



for a very wide range of tasks. GEOBIA is utilized 
by Georganos et al. [7] for urban application. They 
proposed a new metric classification optimization 
score and concluded that it works best with 
rigorous feature selection and significantly reduces 
the processing time and storage space while 
producing higher classification accuracy. Rizeei 
et al. [8] also utilized this approach for Urban 
object extraction while using worldview-3 satellite 
imagery. They divided machine learning techniques 
in various groups of features based, object based 
and pixel based and concluded that feature based 
techniques performed better in their use case than 
other applied techniques. Object oriented and pixel-
based approaches were also utilized in the study of 
Tassi and Vizzari [9]. The object-oriented method 
outperformed the pixel-based technique in their 
investigation. but with a demand of high-resolution 
data. This was also concluded by Blaschke et al. 
[10] and Pu et al. [11], that in the analysis of high-
resolution images, pixel-based algorithms are 
unable to deliver greater accuracy.

Using GEOBIA with a digital elevation model, 
the study in Arctic Sweden by Stammler et al. 
[12] identified and mapped aeolian sand dunes, 
revealing insights into their types, orientations, 
and historical sediment sources. The research 
contributes to understanding post-glacial landscape 
evolution and wind patterns in this environmentally 
sensitive area. Another study by Islam et al. [13] 
delves into the use of machine learning algorithms, 
particularly random forest (RF), support vector 
machine (SVM), and k-nearest neighbours (kNN), 
for object-based weed and crop classification in 
UAV images. With a focus on a chilli crop field in 
Australia, the research highlights the efficiency of 
RF and SVM, achieving weed detection accuracies 
of 96% and 94%, respectively. An object-oriented 
image analysis work, integrating slope unit division 
and multi-scale segmentation, to accurately map 
early landslides using various features done by Gao 
et al. [14]. They tested their method in the Xianshui 
River basin, and their results show improved 
accuracy in boundary extraction. Whereas, Li 
et al. [15] integrates deep learning and object-
based image analysis to accurately extract check 
dams, demonstrating superior performance in the 
Loess Plateau for effective soil conservation and 
management. Advancing into deep learning further, 
a study conducted by Ye et al. [16] compares Mask 
R-CNN deep learning with OBIA-MDTWS for 

cabbage plant detection in UAV images, revealing 
superior performance in accuracy and computing 
efficiency for field nursery management.

The objective of this study was to effectively 
identify the small farmlands cover using the 
geographic object-based technique from multi-
spectral Sentinel-2 imagery. Similarly, another 
objective was to propose an efficient machine 
learning technique for the classification of small 
farmlands.  

2.	 AREA OF INTEREST AND DATA

2.1.  Area of Interest

The area of interest for this study is Yar Hussain, 
located in Swabi district of Khyber Pakhtunkhwa, 
Pakistan. It is mainly a wide arable land contributing 
highly to the agriculture of the province. The 
land cover characteristics were acquired through 
Sentinel-2 imagery from the Copernicus open data 
source and is shown in Figure 1.

2.2.  Data Used

Sentinel-2 multi-spectral imagery of level-2A was 
acquired from the scientific data hub portal of the 
European Space Agency (ESA) on 26th May, 2019 
[Copernicus]. One multi-spectral sensor (MSI) 
with 13 spectral channels is carried by the Sentinel 
satellite for a variety of uses [17]. The resolution 
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Loess Plateau for effective soil conservation and 
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Fig. 1. Sentinel-2 imagery of the area of interest. 
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Fig. 1. Sentinel-2 imagery of the area of interest.
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of the channel varies between 10 and 60 m [18]. 
The visible (R, G, B) and near-infrared (NIR) bands 
are having 10 m resolution, the vegetation red edge 
bands (5, 6, and 7) and the short wave infrared 
bands (SWIR) at 20 m resolution and the rest of 
the bands have a resolution of 60 m [19]. Different 
bands of the Sentinel-2 imagery, their associated 
wavelengths and resolutions are shown in Table 1.

3.	 METHODOLOGY 

A ground survey was conducted and land-cover data 
was collected in the study area using indigenously 
developed android application ‘GEOsurvey’. A 
total of 4 classes were distinguished based on 
vegetated and non-vegetated areas. Further, the 
vegetation was divided into Wheat, Tobacco and 
Other vegetation classes (sugarcane, watermelon, 
shrubs, trees, etc.). Following that, the samples 
were split into training and testing samples. The 
classification was carried out based on training the 

classifier through these samples. Finally, accuracy 
was found through the test samples. For object-
based image segmentation and classification, 
Definiens eCognition software was used [20]. This 
is the most widely used software due to its high 
capabilities of OBIA. The Figure 2 represent the 
methodology flowchart for this research work. 

3.1  Pre-processing

In order to provide all the bands the same spatial 
resolution of 10 m, the imagery was first resampled 
[21]. Then NDI45 was calculated and added as 
an extra layer to the image [22]. The purpose of 
resampling was to layer stack NDI45 as an extra 
layer that helps in classifying vegetation. Both 
these tasks are carried out in the SNAP (Sentinel 
Application Platform). The layer stacked imagery 
was exported to eCognition for further processing. 
Training and testing samples were imported to 
eCognition as thematic layer. A rule-set is developed 
whereby all the processes take place according to 
that rule set.

3.2  Segmentation

In OBIA, image was converted to segments/objects 
and then these objects were used as the basic unit 
of imagery for classification [23]. Meaningful 
segmentation is the most important issue in the 
OBIA. There are many segmentation algorithms 
provided in Definiens eCognition that deals 
with object creation [24]. In this research, multi-
resolution segmentation (MRS) which is the most 
widely used segmentation algorithm has been 
applied.

Through an iterative algorithm, the MRS 
assembles objects by grouping them, starting 
from individual pixels and continuing until a 
specified threshold, indicating the upper limit 
of object variance, is reached. The MRS is 

Table 1. Bands, their Resolution & Wavelengths of 
Sentinel-2.

Sentinel-2 Bands Resolution 
(m)

Central 
Wavelength 

(um)

Coastal aerosol - Band 1 60 0.443

Blue - Band 2 10 0.49

Green - Band 3 10 0.56

Red - Band 4 10 0.665

Vegetation Red Edge - Band 5 20 0.705

Vegetation Red Edge - Band 6 20 0.74

Vegetation Red Edge - Band 7 20 0.783

NIR - Band 8 10 0.842

Vegetation Red Edge - Band 8A 20 0.865

Water vapor - Band 9 60 0.945

SWIR – Cirrus - Band 10 60 1.375

SWIR1 - Band 11 20 0.61

SWIR2 - Band 12 20 0.19
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controlled by three main factors including Scale, 
Shape and Compactness. These factors affect the 
overall segmentation process. Scale parameter or 
homogeneity criteria is user-defined threshold that 
establishes the highest permissible heterogeneity 
for the resulting segments. It controls the amount 
of spectral variation within objects. The process 
of segmentation terminates when a small increase 
in homogeneity exceeds the user-defined scale 
parameter as a threshold. Hence higher Scale 
Parameter (SP) value will result in bigger objects 
and vice versa. The SP considers the shape and 
colour of the objects while segmenting the image. If 
Shape is 0, this means that only colour is considered 
during segmentation, else if shape > 0, the colour 
as well as shape affects the segmentation process. 
The higher the value of the shape, the higher the 
weight shape is having in the resulting segments 
while producing fewer fractal boundaries between 
objects.

In this study, different levels of segmentation 
were carried out to achieve the best possible 
segments that describe the actual surface conditions 
of the image. The classification has been applied 
to the segmented imagery with a SP of 20, as it 
achieved the formation of fine objects. Figure 
3    shows the segmented image with a SP value 
of 20, shape and compactness value of 0.9 and 
0.5, respectively. The MRS also allows to assign 
different weights to spectral bands based on their 
importance in the underlying scenario. The weight 
of 5 is used for NDI45, NIR, and green bands. While 
RE1, RE2, RE3, and RE4 were given a weight of 2. 
Band 1 and band 10 were set to zero as these don’t 
have significant contributions to this study. 

3.3  Assigning Training Samples

Training samples collected during the ground survey 
were divided into training and testing sets and 
imported as a thematic layer into eCognition. The 
classes were assigned through these thematic layers. 
Eventually, the assigned objects were converted to 
sample objects and used for classification.

3.4  Classification

3.4.1. k – Nearest Neighbor (kNN)

The k-NN technique is the most straightforward 
machine learning algorithm. It is utilized for the 
classification of objects using nearby training 
examples in the feature space [25]. Based on the 
class properties of its k closest neighbours, an object 
is categorized using this approach. The ideal value 
of k for the training sample set was determined 
by examining various values of k [26]. After 
examination, it was found that for k = 3, it gives 
optimal results. K-NN uses the Euclidean distance 
between two points. When the feature space has m 
dimensions, two locations A and B are represented 
by feature vectors A = (x1, x2,..., xm) and B = (y1, 
y2,..., ym). Then the following formula is used to 
determine the separation between A and B:

	
		
3.4.2. Bayes classifier

The Bayes classifier is based on the Bayes theorem 
of Bayesian statistics, which is a straightforward 
probabilistic classifier with solid independent 
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Fig. 2. MRS Segmented imagery with a magnified view. 
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3.4  Classification 

3.4.1. k – Nearest Neighbor (kNN) 

The k-NN technique is the most straightforward machine 
learning algorithm. It is utilized for the classification of 
objects using nearby training examples in the feature space 
[25]. Based on the class properties of its k closest 
neighbours, an object is categorized using this approach. 
The ideal value of k for the training sample set was 
determined by examining various values of k [26]. After 
examination, it was found that for k = 3, it gives optimal 
results. K-NN uses the Euclidean distance between two 
points. When the feature space has m dimensions, two 
locations A and B are represented by feature vectors A = 
(x1, x2,..., xm) and B = (y1, y2,..., ym). Then the following 
formula is used to determine the separation between A and 
B: 
 
d(A, B) =  √∑ (xi − yi)2m

i=1    (1) 

3.4.2. Bayes Classifier 

The Bayes classifier is based on the Bayes theorem of 
Bayesian statistics, which is a straightforward 
probabilistic classifier with solid independent 
assumptions. The presence (or absence) of one feature of 
a class is assumed to be independent of the presence (or 
absence) of any other feature(s). It is presumptive that the 
existence (or absence) of one feature of a class is unrelated 
to the presence (or absence) of any other feature [27]. It 
assumes that each feature works on its own to increase the 
likelihood that an unknown object belongs to a certain 
class. The Bayes classifier has the advantage of using less 
training data to determine the classification-related 
parameters (variable means and variances). Assuming 
independent variables, only the variances of the variables 
for each class need to be calculated, not the entire 
covariance matrix. 

3.4.3. Decision Tree 

The DT is a machine learning algorithm that predicts the 
value of the target variable based on a number of input 

features. In OBIA, it predicts an unknown object based on 
training samples which have known classes [28]. As the 
MRS has various parameters for thresholding, the 
Decision Tree is a potential approach for modelling the 
problem. 

3.4.4. Random Forest 

The RF is an ensemble learning technique that creates 
numerous DTs that are randomly produced and then 
aggregated to compute a classification [29]. It combines 
weaker, decorrelated classification trees and aggregate 
them for computing classification. When classifying land 
cover classes, the RF is proven to be reliable and effective 
algorithm [30]. Figure. 4. Shows the land cover of the 
study area classified by the KNN, Bayes, DT and RF 
classifier. 

 
Fig. 4. Classified land cover of the study area using (a) kNN (b) 
Bayes (c) Decision Tree, and (d) RF Classifier. 
 
4. RESULTS AND DISCUSSION 
This study's goal was to assess how well the OBIA 
technique performed when used with Sentinel-2 data in 
areas having small farmland and sparse agriculture. The 
image objects delineated by the MRS were further 
classified by supervised classifier k-NN, Bayes classifier, 
DT and RF. The accuracy of these classifiers was assessed 
using a confusion matrix and is shown in Table 2, Table 3, 

Fig. 3. MRS Segmented imagery with a magnified view.
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assumptions. The presence (or absence) of one 
feature of a class is assumed to be independent of 
the presence (or absence) of any other feature(s). 
It is presumptive that the existence (or absence) of 
one feature of a class is unrelated to the presence 
(or absence) of any other feature [27]. It assumes 
that each feature works on its own to increase the 
likelihood that an unknown object belongs to a 
certain class. The Bayes classifier has the advantage 
of using less training data to determine the 
classification-related parameters (variable means 
and variances). Assuming independent variables, 
only the variances of the variables for each class 
need to be calculated, not the entire covariance 
matrix.

3.4.3. Decision tree

The DT is a machine learning algorithm that 
predicts the value of the target variable based on 
a number of input features. In OBIA, it predicts an 
unknown object based on training samples which 
have known classes [28]. As the MRS has various 
parameters for thresholding, the Decision Tree is a 
potential approach for modelling the problem.

3.4.4. Random forest

The RF is an ensemble learning technique that 
creates numerous DTs that are randomly produced 
and then aggregated to compute a classification [29]. 
It combines weaker, decorrelated classification trees 

and aggregate them for computing classification. 
When classifying land cover classes, the RF is 
proven to be reliable and effective algorithm [30]. 
Figure. 4. Shows the land cover of the study area 
classified by the KNN, Bayes, DT and RF classifier. 

4.	 RESULTS AND DISCUSSION

This study’s goal was to assess how well the OBIA 
technique performed when used with Sentinel-2 
data in areas having small farmland and sparse 
agriculture. The image objects delineated by 
the MRS were further classified by supervised 
classifier k-NN, Bayes classifier, DT and RF. The 
accuracy of these classifiers was assessed using a 
confusion matrix and is shown in Table 2, Table 3, 
Table 4, and Table 5, respectively. It was found that 
the kNN performed the best with overall accuracy 
(OA) of 95% and kappa Coefficient (KIA) of 0.91, 
followed by the Bayesian classifier with OA of 88% 
and KIA value of 0.82. The DT and RF have the 
OA of 81% and 79%, with KIA values of 0.72 and 
0.70, respectively. The overall accuracy for various 
classifiers is calculated from the confusion matrix 
using the following mathematical formulation:

Overall Accuracy = Correctly classified pixel/ Total 
                                 number of classified pixels         (2)

Below is a detailed discussion of the individual 
tables that represent the performance of the 
models. The k-Nearest Neighbors (kNN) classifier 
demonstrates strong performance across all land 
cover classes (Table 2). Notably, it achieves high user 
accuracies for Urban (97%), Wheat (92%), Other 
Vegetation (91%), and Tobacco (96%). The overall 
accuracy stands at an impressive 95%, indicating 
the model’s effectiveness in classifying the samples. 
The Kappa Index of Agreement (KIA) further 
supports the robustness of the classifier, registering 
at 0.917, signifying substantial agreement beyond 
chance. The Bayes classifier exhibits commendable 
accuracy in classifying Urban (93%), Wheat 
(92%), and Tobacco (95%) land cover types (Table 
3). However, it faces challenges in accurately 
categorizing Other Vegetation, with a notably lower 
accuracy of 42%. The overall accuracy is 88%, and 
the Kappa Index of Agreement (KIA) is 0.825, 
suggesting a substantial level of agreement. Despite 
the lower accuracy in one category, the Bayes 
classifier demonstrates competitive performance 
across the majority of land cover classes.
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value of the target variable based on a number of input 

features. In OBIA, it predicts an unknown object based on 
training samples which have known classes [28]. As the 
MRS has various parameters for thresholding, the 
Decision Tree is a potential approach for modelling the 
problem. 

3.4.4. Random Forest 

The RF is an ensemble learning technique that creates 
numerous DTs that are randomly produced and then 
aggregated to compute a classification [29]. It combines 
weaker, decorrelated classification trees and aggregate 
them for computing classification. When classifying land 
cover classes, the RF is proven to be reliable and effective 
algorithm [30]. Figure. 4. Shows the land cover of the 
study area classified by the KNN, Bayes, DT and RF 
classifier. 

 
Fig. 4. Classified land cover of the study area using (a) kNN (b) 
Bayes (c) Decision Tree, and (d) RF Classifier. 
 
4. RESULTS AND DISCUSSION 
This study's goal was to assess how well the OBIA 
technique performed when used with Sentinel-2 data in 
areas having small farmland and sparse agriculture. The 
image objects delineated by the MRS were further 
classified by supervised classifier k-NN, Bayes classifier, 
DT and RF. The accuracy of these classifiers was assessed 
using a confusion matrix and is shown in Table 2, Table 3, 

Fig. 4. Classified land cover of the study area 
using (a) kNN (b) Bayes (c) Decision Tree, and 
(d) RF Classifier.
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The Decision Tree classifier excels in 
accurately classifying Urban (93%) and Tobacco 
(98%) land cover types (Table 4). However, it 
struggles with Wheat (82%) and Other Vegetation 
(27%), indicating limitations in these specific 
classifications. The overall accuracy is 81%, with 
a Kappa Index of Agreement (KIA) of 0.725, 
signifying substantial agreement. While the model 
performs well in certain categories, improvements 
are needed for more balanced accuracy across all 
land cover types. Similar to the Decision Tree, 
the Random Forest classifier demonstrates high 
accuracy for Urban (93%) and Tobacco (98%) 
land cover types (Table 5). However, it faces 
challenges in accurately classifying Wheat (82%) 
and Other Vegetation (25%). The overall accuracy 
is 79%, with a Kappa Index of Agreement (KIA) of 
0.705, indicating substantial agreement. While the 
model excels in specific categories, efforts should 
be directed towards improving accuracy for the 
challenging classes, such as Other Vegetation.

While comparing the results, all the classifiers 
were observed to perform more effectively. for 
urban, wheat and tobacco classes and is evident from 
the producer and user accuracies of these classes for 

all the applied classifiers. But the ‘other vegetation’ 
class is usually confused and misclassified with 
other classes in all the classifiers. For example, 
in KNN classification, the ‘Other vegetation’ 
class has a producer accuracy of 65% while user 
accuracy is 91%. This means that although 65% 
of the reference ‘other vegetation’ areas have been 
correctly classified as other vegetation, but 91% 
of the areas identified as “other vegetation” in the 
classification are actually other vegetation. The 
producer and user accuracies of other vegetation in 
Bayesian are 73% and 42%, in DT 80% and 27%, 
and in RF are 81% and 25%, respectively. This 
misclassification of other vegetation class in all the 
classifiers may be because of the overlap of some of 
the other vegetation areas with tobacco class due to 
its similarity, while the vegetation areas which are 
not fully grown and have more exposed barren land 
are confused with the wheat class as the wheat was 
in reaped stages. 

Finally, the classification results also show that 
for some areas in the imagery, especially around 
borders, the pixels are not correctly categorized. 
The reason might be the extracted objects which are 
having different scale parameters. The similarity 

Table 2. Confusion Matrix for classification using kNN.
User Class\Sample Urban Wheat Other Vegetation Tobacco Sum User Accuracy
Urban 315 4 4 2 325 97%
Wheat 8 488 17 17 530 92%
Other Vegetation 1 5 71 1 78 91%
Tobacco 2 22 17 886 927 96%
Sum 326 519 109 906
Producer Accuracy 97% 94% 65% 98%
Overall Accuracy 95%
KIA 0.917

Table 3. Confusion Matrix for classification using Bayes Classifier.

User Class\Sample Urban   Wheat     Other vegetation  Tobacco Sum User Accuracy

Urban 306 13 3 7 329 93%
Wheat 7 409 18 14 448 92%
Other Vegetation 10 64 79 34 187 42%
Tobacco 3 33 9 851 896 95%
Sum 326 519 109 906
Producer Accuracy 94% 79% 73% 94%
Overall Accuracy 88%
KIA 0.825
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between the spectral signature of some of the classes, 
such as wheat, immature other vegetation and urban 
structures makes them highly difficult to distinguish 
while working with the supervised classification 
method. It is expected that the introduction of more 
features like textural or spectral to the classifying 
algorithm may improve its quality.

5.	 CONCLUSIONS

This study significantly contributes to land cover 
mapping in small farmlands by utilizing Sentinel-2 
imagery and GEOBIA, achieving a remarkable 95% 
accuracy with the k-NN classifier. Emphasizing 
the importance of finer object segmentation and 
accurate ground truth data, the research provides 
valuable insights into the successful application of 
these techniques in small agricultural landscapes. 
The study’s findings offer a practical and effective 
approach for creating comprehensive thematic 
maps, showcasing the potential of GEOBIA on 
open-source satellite imagery for detailed land 
cover assessment.
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